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Abstract: This paper demonstrates that measures of stock price synchronicity based on market 

model 𝑅2s are predictably biased downwards as a result of stock illiquidity, and that previously-

employed remedies to correct market model betas for measurement bias do not fix 𝑅2. Using a 

large international sample of firm-years, we find strong negative and nonlinear relations between 

illiquidity and 𝑅2 across countries, across firms, and over time. Because variables of interest 

frequently relate to illiquidity as well, we illustrate the consequences of not controlling for 

illiquidity in synchronicity research. More generally, we demonstrate the importance of using 

nonlinear control variable methods. Overall, we conclude that the illiquidity-driven measurement 

bias in 𝑅2 provides an explanation for why prior research finds low-𝑅2 firms to have weak 

information environments, and suggest future research carefully evaluate the sensitivity of its 

results to nonlinear controls for illiquidity. 
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1. Introduction 

 The dissemination and acquisition of information play a key role in the price formation 

process in equity markets (e.g., Grossman and Stiglitz 1976; 1980; Verrecchia 1982; Easley and 

O’Hara 2004; Kelly and Ljungqvist 2012). In this regard, prior research frequently studies the 

efficiency with which stock prices incorporate firm-specific information. Following Roll (1988) 

and Morck et al. (2000), a large literature examines the informational efficiency of prices, or stock 

price informativeness, by studying measures of stock price synchronicity based on market model 

𝑅2s. The premise underlying the use of 𝑅2 is the assumption that if market returns explain 

relatively more of the variation in firms’ stock returns, relatively less firm-specific information is 

impounded in price and firms’ stock prices are therefore less informationally efficient.  

 Based on this assumption, several studies use synchronicity metrics to examine the effects 

of corporate transparency or information intermediaries on the mix of information in stock prices.1 

Conceptually, corporate transparency can lead to lower synchronicity in several ways.2 First, for 

firms that are more transparent, the amount of public firm-specific information available to 

investors on a given day increases relative to the amount of market-wide information (e.g., Hutton 

et al. 2009). Second, to the extent that greater transparency reduces adverse selection, the costs of 

acquiring and trading on private firm-specific information go down. The resulting increase in 

informed trading increases the relative amount of firm-specific information that is reflected in 

prices (e.g., Grossman and Stiglitz 1980; Glosten and Milgrom 1985; Kyle 1985; Veldkamp 2006). 

                                                 
1 Several studies link synchronicity to factors related to corporate transparency, such as Jin and Myers (2006), Haggard 

et al. (2008), Hutton et al. (2009), Gul et al. (2010), Gul et al. (2011), Bartram et al. (2012), Armstrong et al. (2012), 

Kim et al. (2012), Li et al. (2014), Peterson et al. (2015), Piotroski et al. (2015), Dong et al. (2016), Grewal et al. 

(2017), and Choi et al. (2018). Other studies such as Bissessur and Hodgson (2012), Kim and Shi (2012), Wang and 

Yu (2015), and Barth et al. (2018) link changes in accounting standards to changes in synchronicity, while Piotroski 

and Roulstone (2004), Chan and Hameed (2006), Crawford et al. (2012), Muslu et al. (2014), and Wang (2018) relate 

sell side analysts’ research to the relative amount of firm-specific information reflected in prices. 
2 In Section 2.1 we discuss how these conceptual links between corporate transparency and 𝑅2 are more ambiguous 

in multi-period settings. We thank an anonymous reviewer for raising this important point. 
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Third, Jin and Myers (2006) argue that insiders of less transparent firms are able to asymmetrically 

capture part of firm-specific risk, which makes the stock price relatively less (more) sensitive to 

firm-specific (market-wide) news. 

 Despite the extensive use of 𝑅2 measures in the literature, a significant debate exists on 

whether low 𝑅2s are more representative of firm-specific information or simply noise in prices. 

Consistent with the noise argument, recent studies empirically find that low 𝑅2s are associated 

with weaker information environments (e.g., Teoh et al. 2009; Chan and Chan 2014; Kelly 2014; 

Li et al. 2014). Our study informs this debate by demonstrating the consequences of measurement 

bias in 𝑅2 induced by the lack of liquidity in a firm’s stock (“illiquidity”), an issue that tends to be 

associated with weaker information environments.  

 The measurement problem we focus on is straightforward. When there is little or no market 

for a firm’s stock, the stock trades infrequently and is illiquid. Prior research demonstrates how 

non-trading biases the measurement of systematic risk (beta) factors (e.g., Scholes and Williams 

1977; Dimson 1979; Lo and MacKinlay 1990). We extend this literature by modeling how 

illiquidity affects market model 𝑅2s. The underlying idea is that, ceteris paribus, the observed 

returns of an illiquid stock are less likely to co-move with the market because illiquidity hinders 

the stock price from moving when market-wide information changes the value of the firm. This 

affects both market model regression coefficients and 𝑅2s. Using zero daily returns as an outcome 

of illiquidity (Lesmond et al. 1999), we demonstrate econometrically how illiquidity causes a 

downward bias in 𝑅2.3  

                                                 
3 With bias in 𝑅2, we refer to the difference between the observed 𝑅2 from market model regressions and the 

unobservable 𝑅2 that would be obtained if firm-level stock returns were not affected by non-trading effects. 
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 To document the empirical implications of our argument, we empirically examine a large 

sample of listed firms from 50 countries. To first assess whether 𝑅2 measures are able to capture 

firm-specific information in prices in our data, we initially examine the extent to which large flows 

of firm-specific information actually manifest in lower 𝑅2. Using annual earnings announcements, 

we find that firm-specific information flows are associated with statistically significant reductions 

in 𝑅2, but these effects are economically modest (as in, e.g., Roll 1988). Partitioning the data by 

firms’ stock illiquidity, we find that these effects are larger for liquid firms, while measurement 

bias masks these effects for the most illiquid firms. Hence, these analyses suggest that researchers 

can use 𝑅2 measures to identify the relative amount of firm-specific information in prices, but that 

measurement bias makes low 𝑅2 appear to reflect more noise in prices. 

 We next find that countries with low 𝑅2s tend to exhibit high illiquidity, as observed through 

a strong correlation of -0.67 between average country-level 𝑅2 and average country-level zero 

return frequency. Focusing on temporal variation, we also find that increases and decreases in 

illiquidity coincide with decreases and increases in 𝑅2, respectively. For instance, the low levels 

of 𝑅2 in the 1990s in the U.S. and the sharp increase in 𝑅2 in the 2000s (e.g., Campbell et al. 2001; 

Morck et al. 2013) relate to relatively high and low levels of illiquidity over the same periods, 

respectively. Next, we document that, within countries, illiquidity and 𝑅2 are consistently 

negatively related across firms, and find that the empirical links between illiquidity and 𝑅2 we 

uncover are nonlinear.  

 Following the prior literature on non-trading effects (e.g., Scholes and Williams 1977; 

Dimson 1979), the synchronicity literature commonly adds lags and leads of market returns to the 

market model, or reduces the return frequency (e.g., weekly instead of daily returns), to address 

measurement problems. However, these approaches are designed to correct the measurement of 
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beta, and not to fix 𝑅2. Specifically, while these approaches solve the errors-in-variables problem 

in the market model (i.e., the explanatory variables are measured with error), which leads to 

consistent estimates of beta, they do not eliminate the bias in 𝑅2. We explain and demonstrate 

empirically that these common remedies reduce the measurement bias in 𝑅2 only to a limited 

extent.4 

 The result of a strong negative relation between illiquidity and 𝑅2 suggests researchers 

should be cautious when interpreting synchronicity metrics. Variables of interest are often directly 

or indirectly related to illiquidity, which implies that measurement bias can confound inferences 

from tests of their relation with 𝑅2. For example, if a variable of interest has no relation with 

synchronicity, but is negatively (positively) related to illiquidity, the measurement bias in 𝑅2 leads 

to an omitted variable problem and the observation of a significant positive (negative) relation 

when illiquidity is not controlled for. If the variable of interest does have a negative (positive) 

relation with synchronicity and is itself negatively (positively) related to illiquidity, the observed 

relation with 𝑅2 is biased in the opposite direction when illiquidity is not controlled for. This 

omitted variable problem limits the researcher’s ability to identify the relation of interest.  

 With “controlling for”, we refer to any parametric or nonparametric approach that makes the 

statistical relation of interest conditional on a (set of) control variable(s) (Morgan and Winship 

2015; Gow et al. 2016).5 Because the link between illiquidity and 𝑅2 is nonlinear, we analyze the 

consequences of using flexible control variable approaches that allow the effects of a control 

                                                 
4 We return to this discussion in Section 2. In Appendix A, our simulations further demonstrate that these common 

remedies do not eliminate the bias in 𝑅2. 
5 Examples of such approaches are matching methods, or regressions in which control variables are split up into fixed 

effects (Angrist and Pischke 2009). At the same time, we recognize the limitations of control variable approaches, 

since research designs should typically not include control variables that are part of the conceptual mechanism 

investigated (“mediators”) or variables that are outcome variables (“colliders”). In Appendix B, we discuss these 

issues and demonstrate the importance to researchers of using causal diagrams to better understand whether controlling 

for a variable helps or hinders them in identifying the theoretically predicted relations.  
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variable to be nonlinear. Specifically, while traditional control variable approaches rely on the 

assumption of a linear functional form, we focus on a fixed effects or “least squares dummy 

variable” (LSDV) approach (e.g., Gormley and Matsa 2014). Here, the control variable of interest 

is split into n dummy variables that each take on a value of 1 for specific values of the control 

variable (0 otherwise). This approach allows for a more flexible functional form of the influence 

of a confounding factor (e.g., Angrist and Pischke 2009) and picks up more of the relevant 

variation in synchronicity than a traditional (linear) control variable approach. 

 We illustrate these issues for the relation between 𝑅2 and analyst coverage and corporate 

transparency, respectively, two variables related to liquidity (e.g., Alford and Berger 1999; Leuz 

and Verrecchia 2000). Consistent with prior research, analyst coverage is positively associated 

with synchronicity in our sample (Piotroski and Roulstone 2004; Chan and Hameed 2006). 

However, after controlling for illiquidity using the LSDV approach, the positive relation between 

analyst coverage and 𝑅2 largely disappears. This result suggests that conclusions about the role of 

analysts in shaping the mix of information in stock prices are sensitive to controls for illiquidity. 

Next, using country-level measures of transparency from Jin and Myers (2006) and Bushman et 

al. (2004), we identify, based on our data, significant negative relations between transparency and 

𝑅2 only after illiquidity is controlled for. This result suggests that failing to control for illiquidity 

can also limit researchers’ ability to identify relations of interest. 

 This paper makes the following contributions. First, our research informs the debate about 

the use of stock price synchronicity as a measure of price informativeness.6 The synchronicity 

literature hinges on the validity of the premise that low 𝑅2s are associated with more informative 

stock prices. However, recent studies by Teoh et al. (2009), Chan and Chan (2014), Li et al. (2014), 

                                                 
6 See for example Durnev et al. (2003), Irvine and Pontiff (2009), Teoh et al. (2009), Xing and Anderson (2011), 

Bartram et al. (2012), Kelly (2014), and Li et al. (2014).  
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and Kelly (2014) find that low 𝑅2 is associated with variables that indicate less informative stock 

prices and conclude that low 𝑅2 measures noise. Our study demonstrates why low 𝑅2 tends to be 

associated with weaker information environments, by showing how measurement bias induces a 

strong negative relation between 𝑅2 and illiquidity.7 We also find that while firm-specific 

information flows do manifest in lower 𝑅2, measurement bias masks this effect for less liquid 

stocks, thereby making low 𝑅2 appear to reflect more noise in prices.  

 Second, our study informs prior and future research that examines synchronicity in settings 

where variables of interest potentially relate to illiquidity.8 Because previously-employed 

adjustments to market model estimations do not eliminate the bias in 𝑅2 metrics, we argue that 

future synchronicity research should explicitly control for illiquidity. We empirically illustrate 

how controlling for illiquidity in synchronicity research can both (1) eliminate a previously 

identified significant relation of interest, and (2) help researchers identify significant effects where 

they exist. In doing so, we also contribute to the literature more broadly by demonstrating the 

implications of using nonlinear control variable methods instead of the traditional (linear) control 

variable approaches typically used in the extant literature. 

 Lastly, this paper contributes to the literature that examines the effects of sell-side analysts’ 

research on stock price informativeness. While prior research has examined these effects for 

emerging markets (Chan and Hameed 2006) or the U.S. (Piotroski and Roulstone 2004), we extend 

this literature by examining the relation between analyst coverage and synchronicity for a 

                                                 
7 Chan et al. (2013) also relate synchronicity to illiquidity. They predict that synchronicity affects liquidity based on 

the assumption that investors are more likely to transact in stocks that co-move more with market fundamentals and, 

similar to us, document a robust positive correlation between stock price synchronicity and liquidity. Our study is 

fundamentally different from Chan et al. (2013) since we document a strong measurement-based effect of illiquidity 

on stock price synchronicity, supporting a causal interpretation that runs opposite to that of Chan et al. (2013). 
8 Examples of such settings are the adoption of new accounting standards or changes in regulatory enforcement 

(Christensen et al. 2013), international differences in disclosure transparency (Lang et al. 2012), analysts’ coverage 

decisions (Roulstone 2003), the quality of financial reporting (Bhattacharya et al. 2013), and management forecasts 

(Coller and Yohn 1997), all of which have previously been linked to stock price informativeness. 
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comprehensive sample of firms from 50 countries. Importantly, we demonstrate that conclusions 

of a positive relation between synchronicity and analyst coverage are sensitive to controls for 

illiquidity. Controlling for illiquidity is important in this setting, because the argument that analysts 

increase the amount of market-wide information in prices rests on the assumed mechanism of 

analysts directly providing this information to market participants. Thus, it does not rely on 

changes in illiquidity as a channel through which the information is impounded in prices. After 

controlling for illiquidity, we do not find consistent evidence to suggest that analysts increase the 

relative amount of market-wide information impounded in stock prices.  

2. Firm-specific information, illiquidity, and the measurement of stock price synchronicity 

2.1. Firm-specific information and stock price synchronicity 

 Consider the following market model as a simplified representation of the relative change in 

value (𝑅𝑗𝑡
∗ ) of firm j’s stock in period t (e.g., Dimson 1979; Lo and MacKinlay 1990; Lesmond et 

al. 1999): 

𝑅𝑗𝑡
∗ = 𝛽𝑗𝑅𝑚𝑡 + 𝜀𝑗𝑡                                                                                                                                          (1) 

This model depicts 𝑅𝑗𝑡
∗  as a function of both common, market-wide information (𝛽𝑗𝑅𝑚𝑡), and firm-

specific, idiosyncratic news (𝜀𝑗𝑡). In a frictionless market without trading costs, public information 

is impounded in price immediately and the observed return of a firm (𝑅𝑗𝑡) should equal the true 

underlying return 𝑅𝑗𝑡
∗  (e.g., Campbell et al. 1997). Researchers typically estimate this model using 

OLS regression for a set of firm-specific return observations over a finite window (e.g., calendar 

year) and fixed interval (e.g., daily). Coefficient 𝛽𝑗 (= 𝐶𝑜𝑣[𝑅𝑗𝑡
∗ , 𝑅𝑚𝑡]/𝑉𝑎𝑟[𝑅𝑚𝑡]) then captures 

the sensitivity of returns to non-diversifiable common information. The explanatory power (𝑅2) 
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from this regression is frequently labeled stock price synchronicity and used as an inverse measure 

of a firm’s stock price informativeness.  

 Conceptually, low 𝑅2 can be interpreted as suggesting that variation in a firm’s stock returns 

is driven relatively more by firm-specific information as opposed to common information (Roll 

1988; Morck et al. 2000). Therefore, research on stock price synchronicity could provide important 

insights into the effects of, e.g., corporate transparency on price informativeness. For example, 

when a firm is completely opaque, investors cannot observe the firm-specific component of 

changes in value and, as a result, the firm’s stock price would move only with common 

information. When the firm becomes more transparent, relatively more of the firm-specific 

information is revealed and becomes public in each trading period, which leads to relatively greater 

firm-specific return variation and lower 𝑅2s (e.g., Hutton et al. 2009).9 

 Corporate transparency can also affect 𝑅2 indirectly. If corporate transparency reduces 

adverse selection, the costs of acquiring and trading on private firm-specific information decline. 

The increase in informed trading that results from these reduced costs can increase the relative 

amount of firm-specific information that is reflected in prices (e.g., Grossman and Stiglitz 1980). 

Morck et al. (2000) similarly argue that investor protection increases the benefits to arbitrage and 

investors’ willingness to generate, and trade on, private firm-specific information. Jin and Myers 

(2006) suggest an alternative, agency-cost related mechanism, by arguing that corporate 

transparency affects the extent to which managers can extract private rents.10  

                                                 
9 Hutton et al. (2009, 67) state that in studies linking transparency to 𝑅2, the “common point of departure is the notion 

that greater transparency and more complete revelation of firm-specific information should reduce 𝑅2.” 
10 Jin and Myers (2006) predict that the level of opacity of firms affects the degree to which the market versus insider 

managers bear the idiosyncratic risk of the firm. In their model, opacity helps managers extract part of the firm’s cash 

flows as private rents in case of good performance, while they give up part of their private wealth to compensate in 

case of bad performance. Managers’ actions therefore dampen the variation in cash flows, which dampens the variation 

in idiosyncratic information that is impounded in market prices. This, in turn, increases 𝑅2, and this effect strengthens 

with firm opacity.   
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 Another example of a setting in which 𝑅2 is conceptually useful is in tests of the role of 

information intermediaries, such as sell-side analysts, in shaping the relative mix of information 

reflected in prices (Piotroski and Roulstone 2004; Chan and Hameed 2006; Crawford et al. 2012). 

If analysts’ research generates publicly available firm-specific information, more of the variation 

in firms’ stock returns should be explained by firm-specific information, thereby lowering 𝑅2. 

Alternatively, if analysts’ research relates primarily to helping the market dissect and link common 

information to a firm, such as economy-wide or industry-level information, these activities would 

enhance the efficiency of common information in aggregating information about the firm, thereby 

increasing 𝑅2 (Piotroski and Roulstone 2004). 

 These predicted effects on 𝑅2 are not unambiguous in a multi-period setting. In the above 

examples the dissemination and impounding of firm-specific information happen at a specific 

point in time, while in reality firm-specific information is often revealed, and thus impounded in 

price, with a delay. As can be shown analytically, the critical factor linking transparency to 𝑅2 is 

the relative degree to which firm-specific information remains private on any given day due to 

firms’ opacity.11 If instead disclosure is discrete, in that all or none of the private information is 

disseminated on a day, the frequency of disclosure should have little effect on 𝑅2 as all information 

is impounded in prices in multiple-day windows. For example, 𝑅2 for a transparent firm fully 

disclosing its private information every day should not be different from an opaque firm that only 

discloses this information on the last day of each quarter.12 Factors such as a firm’s degree of 

                                                 
11 Proofs and illustrations using simulations analyses are available from the authors upon request. 
12 This example is comparable to Lo and MacKinlay’s (1990) modeling of the effects of non-trading on return variance 

(see more on this in the next section). In their setting, non-trading leads to zero returns. In the setting described here, 

nondisclosure leads to zero idiosyncratic returns. Lo and MacKinlay (1990) show that zero returns have limited effects 

on return variance (see their equation 2.11). In the nondisclosure setting described here, zero idiosyncratic returns 

similarly have limited effect on overall return variance and, therefore, 𝑅2. 
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opaqueness or analyst coverage, however, affect the degree to which firm-specific information 

remains private on a given day, and therefore affect 𝑅2. 

 Overall, we conclude that synchronicity metrics based on 𝑅2 can conceptually be useful for 

studies of the effects of different disclosure and information mechanisms on the price formation 

process in equity markets. At the same time, our discussion suggests that it is essential for 

researchers to carefully assess whether and how the mechanisms they investigate should actually 

be expected to lead to variation in 𝑅2.13  

2.2. Econometric implications of stock illiquidity for synchronicity measurement 

 Besides the transparency-related arguments discussed above, the observed return 𝑅𝑗𝑡 for a 

firm can differ from its true return 𝑅𝑗𝑡
∗  because of trading frictions. When securities trade 

infrequently, the price observed for a security is often the outcome of an informed trade that 

occurred earlier, and this infrequent trading has important implications for estimations of the 

market model (Dimson 1979; Lo and MacKinlay 1990; Scholes and Williams 1977). Non-trading 

of a security can occur because of a liquidity premium (e.g., Amihud and Mendelson 1986), and 

the marginal investor will not trade a security unless the value of new information is greater than 

this liquidity premium. Otherwise, a zero return is observed and the true return 𝑅𝑗𝑡
∗  is not 

incorporated into the security’s market price at time 𝑡.  

                                                 
13 In discussing Kim and Shi (2012), Christensen (2012, 523–524) provides a good example of such. He states that 

“stock price synchronicity may not be the ideal outcome variable if the objective is to identify a causal effect of IFRS 

adoption. Although it is straightforward to argue that IFRS could affect the quality of annual, and perhaps interim, 

reports, it is less clear why annual reports should affect stock price synchronicity. Kim and Shi measure stock price 

synchronicity weekly over the year, but annual reports are disclosed, by definition, only once a year. It is unclear why 

infrequent disclosures should affect information flow throughout the year.” In a similar vein, Jin and Myers (2006) 

argue that when “hidden news is revealed after a stable lag […] the average amount of firm-specific information 

released in any period is the same as for a transparent firm. Average firm-specific variance and 𝑅2 are not affected by 

delayed reporting.” 



 

11 

 

 As a result of zero returns due to non-trading, the continuously compounded return on a 

subsequent day with trading can be depicted as follows (Lo and MacKinlay 1990): 

𝑅𝑗𝑡 = ∑ 𝑅𝑗𝑡−𝑘
∗ = 𝑅𝑗𝑡

∗ + ∑ 𝑅𝑗𝑡−𝑘
∗

𝐾𝑗𝑡

𝑘𝑗𝑡=1

= 𝑅𝑗𝑡
∗ + 𝜃𝑗𝑡  

𝐾𝑗𝑡

𝑘𝑗𝑡=0

                                                                              (2)  

where 𝐾𝑗𝑡 is the duration of non-trading prior to day 𝑡 and 𝜃𝑗𝑡  is the sum of true returns on the 

previous consecutive non-trading days. If we denote the probability of non-trading as 𝑝𝑗𝑡 and 

introduce a random variable 𝛿𝑗𝑡 that takes a value of 1 for days without trading and 0 for days with 

trading, we can decompose the observed return of security 𝑗 for period 𝑡 as follows: 

𝑅𝑗𝑡 = {
  0                      𝑖𝑓 𝛿𝑗𝑡 = 1 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑝𝑗               

𝑅𝑗𝑡
∗ + 𝜃𝑗𝑡         𝑖𝑓 𝛿𝑗𝑡 = 0 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (1 − 𝑝𝑗)

                                                          (3) 

 Using the law of iterated expectations, the covariance between observed returns (𝑅𝑗𝑡) and 

market returns (𝑅𝑚𝑡) can be rewritten as: 

𝐶𝑜𝑣[𝑅𝑗𝑡 , 𝑅𝑚𝑡] = 𝐸[(𝑅𝑗𝑡 − 𝐸[𝑅𝑗𝑡])(𝑅𝑚𝑡 − 𝐸[𝑅𝑚𝑡])]     

= 𝐸 [𝐸[(𝑅𝑗𝑡 − 𝐸[𝑅𝑗𝑡])(𝑅𝑚𝑡 − 𝐸[𝑅𝑚𝑡])|𝛿]]

= 𝐸[𝛿 = 1]𝐸[(0)(𝑅𝑚𝑡 − 𝐸[𝑅𝑚𝑡])]

+ 𝐸[𝛿 = 0]𝐸[(𝑅𝑗𝑡
∗ + 𝜃𝑗𝑡 − 𝐸[𝑅𝑗𝑡

∗ + 𝜃𝑗𝑡])(𝑅𝑚𝑡 − 𝐸[𝑅𝑚𝑡])]

= (1 − 𝑝𝑗)𝐸[(𝑅𝑗𝑡
∗ + 𝜃𝑗𝑡 − 𝐸[𝑅𝑗𝑡

∗ + 𝜃𝑗𝑡])(𝑅𝑚𝑡 − 𝐸[𝑅𝑚𝑡])]

= (1 − 𝑝𝑗)𝐸[(𝑅𝑗𝑡
∗ − 𝐸[𝑅𝑗𝑡

∗ ])(𝑅𝑚𝑡 − 𝐸[𝑅𝑚𝑡])]

+ (1 − 𝑝𝑗)𝐸[(𝜃𝑗𝑡 − 𝐸[𝜃𝑗𝑡])(𝑅𝑚𝑡 − 𝐸[𝑅𝑚𝑡])]                                                         (4𝑎) 

 Assuming that 𝐶𝑜𝑣[𝜃𝑗𝑡 , 𝑅𝑚𝑡] = 0, we obtain:14 

                                                 
14 This assumption can be expected to hold as long as the firm analyzed is small relative to the market and market 

returns are not auto-correlated through time. 
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𝐶𝑜𝑣[𝑅𝑗𝑡 , 𝑅𝑚𝑡] = (1 − 𝑝𝑗)𝐶𝑜𝑣[𝑅𝑗𝑡
∗ , 𝑅𝑚𝑡]                                                                                              (4𝑏)  

 That is, the covariance for observed returns (𝐶𝑜𝑣[𝑅𝑗𝑡, 𝑅𝑚𝑡]) equals a fraction (1 − 𝑝𝑗) of the 

covariance for true returns (𝐶𝑜𝑣[𝑅𝑗𝑡
∗ , 𝑅𝑚𝑡]). Because only 𝐶𝑜𝑣[𝑅𝑗𝑡, 𝑅𝑚𝑡] is observed, non-trading 

results in downwardly biased estimates of 𝛽 when holding constant the variance of returns on the 

market index: 𝑏𝑗 = 𝑞𝑗𝛽𝑗 , where 𝑞𝑗 = (1 − 𝑝𝑗). 

 The effect of non-trading on 𝑅2 follows from (1) the effect of non-trading on the estimate of 

𝛽 and (2) its effect on the variance of observed returns relative to the variance of true returns. For 

true returns, 𝑅2 equals: 

𝑅𝑗
2 =

𝑉𝑎𝑟[𝑅𝑗𝑡
∗ ] − 𝑉𝑎𝑟[𝜀𝑗𝑡]

𝑉𝑎𝑟[𝑅𝑗𝑡
∗ ]

=
𝛽𝑗

2𝑉𝑎𝑟[𝑅𝑚𝑡]

𝑉𝑎𝑟[𝑅𝑗𝑡
∗ ]

                                                                                        (5𝑎) 

For observed returns, 𝑅2 equals: 

𝑅𝑗
2,𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =

𝑉𝑎𝑟[𝑅𝑗𝑡] − 𝑉𝑎𝑟[𝜀𝑗𝑡]

𝑉𝑎𝑟[𝑅𝑗𝑡]
=

𝑏𝑗
2𝑉𝑎𝑟[𝑅𝑚𝑡]

𝑉𝑎𝑟[𝑅𝑗𝑡]
=

𝑞𝑗
2𝛽𝑗

2𝑉𝑎𝑟[𝑅𝑚𝑡]

𝑉𝑎𝑟[𝑅𝑗𝑡]
                                         (5𝑏) 

 A comparison of these equations suggests that: 

   if 𝑉𝑎𝑟[𝑅𝑗𝑡] = 𝑉𝑎𝑟[𝑅𝑗𝑡
∗ ]: 𝑅𝑗

2,𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 < 𝑅𝑗
2 when 𝑞𝑗 < 1 

   if 𝑉𝑎𝑟[𝑅𝑗𝑡] > 𝑉𝑎𝑟[𝑅𝑗𝑡
∗ ]: 𝑅𝑗

2,𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 < 𝑅𝑗
2 

   if 𝑉𝑎𝑟[𝑅𝑗𝑡] < 𝑉𝑎𝑟[𝑅𝑗𝑡
∗ ]: 𝑅𝑗

2,𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 > 𝑅𝑗
2 when 𝑉𝑎𝑟[𝑅𝑗𝑡] < 𝑞𝑗

2𝑉𝑎𝑟[𝑅𝑗𝑡
∗ ] or 

𝑉𝑎𝑟[𝑅𝑗𝑡]

𝑉𝑎𝑟[𝑅𝑗𝑡
∗ ]

< 𝑞𝑗
2

 These comparisons suggest that whether zero returns increase or decrease 𝑅2 depends on the 

ratio of the variance of observed returns (𝑉𝑎𝑟[𝑅]) to the variance of true returns (𝑉𝑎𝑟[𝑅∗]). 

Scholes and Williams (1977) and Lo and MacKinlay (1990) derive that non-trading increases the 
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variance of observed returns, which implies that observed 𝑅2s are biased downwards in the 

presence of zero returns: 𝑅𝑗
2,𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 < 𝑅𝑗

2.15  

 In Appendix A, we present simulations to further illustrate how non-trading biases the 

measurement of 𝑅2 downwards, and to quantify the strength of the measurement bias in typical 

research applications. In these simulations, we randomly replace a fraction of nonzero return days 

with zero returns and correct the first subsequent trading (nonzero return) day for the previous 

non-trading according to equation (2). The simulations confirm that measurement bias leads to 

strong correlations between non-trading frequencies and 𝑅2 measurements.  

2.3. Common adjustments for non-trading biases 

 Previous studies account for non-trading effects by, for example, including a lag of market 

returns in the market model (e.g., Piotroski and Roulstone 2004), by including multiple lag and 

lead terms (e.g., Jin and Myers 2006), or by focusing on returns measured in lower frequency (e.g., 

weekly instead of daily returns).16 However, these methods were originally designed to obtain 

consistent estimates of beta by addressing the errors-in-variables problem in the market model 

(e.g., Scholes and Williams 1977; Dimson 1979), not to correct 𝑅2 measurement. Therefore, the 

extent to which these methods can address non-trading biases in 𝑅2 measurements is unclear.  

                                                 
15 The formulas that explain the variance of observed returns relative to the variance of true returns, derived in Scholes 

and Williams (1977) and Lo and MacKinlay (1990), imply that the upward bias in observed return variance is small. 

For example, based on Lo and MacKinlay’s  (1990) equation 2.11 we can derive that with 𝑝 = 0.5, an expected daily 

return of 0.0005, and a standard deviation of daily returns of 0.025 (Campbell et al. 1997, 90), the expected ratio of 

the observed to true return variance equals 1.0008. Accordingly, Scholes and Williams (1977, 314) conclude that with 

daily returns “measured variances […] closely approximate true variances”.  
16 For instance, Durnev et al. (2003, 800) argue that “[w]e use weekly returns because CRSP daily returns data report 

a zero return when a stock is not traded on a given day. Although some small stocks may not trade for a day or more, 

they generally trade at least once every few days. Weekly returns are therefore less likely to be affected by such thin 

trading problems.” Morck et al. (2000) use bi-weekly returns. Bartram et al. (2012) exclude from their analyses firm-

years with more than 30 percent of zero weekly returns in the prior year. Still, the use of daily returns without lag and 

lead terms is common (e.g., Crawford et al. 2012; Peterson et al. 2015; Israeli et al. 2017). 
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 Consider a stylized example where the true 𝑅2 equals 0.50 and the true 𝛽 equals 1.0. A 

probability of non-trading of 𝑝 = 0.2 leads to an expected beta estimate of 0.8 instead of 1.0 in a 

simple market model regression. Assuming the variance of observed returns equals that of true 

returns (𝑉𝑎𝑟[𝑅𝑗𝑡] = 𝑉𝑎𝑟[𝑅𝑗𝑡
∗ ]), expected 𝑅2 equals 0.32 (= 0.5 ∗ 0.82). Assuming that non-

trading days are not consecutive, adding one lag of market returns to the market model would 

correct the measurement of 𝛽 because the expected coefficient on lagged market returns would 

equal 0.2, and the expected sum of the coefficients would be a consistent estimate of the true 𝛽 of 

1.0 (= 0.8 + 0.2). Further assuming stationarity and no serial dependence in market returns, 

however, the expected 𝑅2,𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 would still be lower than the true 𝑅2 because: 

𝑅𝑗
2,𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 =

𝑉𝑎𝑟[𝑏1𝑅𝑚𝑡 + 𝑏2𝑅𝑚𝑡−1]

𝑉𝑎𝑟[𝑅𝑗𝑡]

=
𝑏1

2𝑉𝑎𝑟[𝑅𝑚𝑡] + 𝑏2
2𝑉𝑎𝑟[𝑅𝑚𝑡−1] + 2𝑏1𝑏2𝐶𝑜𝑣[𝑅𝑚𝑡 , 𝑅𝑚𝑡−1]

𝑉𝑎𝑟[𝑅𝑗𝑡]

=
𝑏1

2𝑉𝑎𝑟[𝑅𝑚𝑡] + 𝑏2
2𝑉𝑎𝑟[𝑅𝑚𝑡−1]

𝑉𝑎𝑟[𝑅𝑗𝑡]
=

0.82𝑉𝑎𝑟[𝑅𝑚𝑡] + 0.22𝑉𝑎𝑟[𝑅𝑚𝑡−1]

𝑉𝑎𝑟[𝑅𝑗𝑡]

=
0.68𝑉𝑎𝑟[𝑅𝑚𝑡]

𝑉𝑎𝑟[𝑅𝑗𝑡]
 

 

That is, given that true 𝑅𝑗
2 = 𝑉𝑎𝑟[𝑅𝑚𝑡] 𝑉𝑎𝑟[𝑅𝑗𝑡

∗ ]⁄ , 𝐶𝑜𝑣[𝑅𝑚𝑡, 𝑅𝑚𝑡−1] = 0, and 𝑉𝑎𝑟[𝑅𝑗𝑡] =

𝑉𝑎𝑟[𝑅𝑗𝑡
∗ ], the measurement of 𝑅2 is biased downwards by 32 percent even if the addition of a lag 

term leads to consistent estimates of beta.17   

                                                 
17 Relaxing the assumption of no autocorrelation in the market returns, we would only obtain the true 𝑅2 with perfect 

correlation between current and lagged market returns, which is unrealistic. This follows because 

2𝑏1𝑏2𝐶𝑜𝑣[𝑅𝑚𝑡 , 𝑅𝑚𝑡−1] = 2𝑏1𝑏2𝜌[𝑅𝑚𝑡 , 𝑅𝑚𝑡−1]𝜎[𝑅𝑚𝑡]𝜎[𝑅𝑚𝑡−1]. If 𝜌[𝑅𝑚𝑡 , 𝑅𝑚𝑡−1] = 1 and given 𝜎[𝑅𝑚𝑡] =
𝜎[𝑅𝑚𝑡−1], this equals 2𝑏1𝑏2𝑉𝑎𝑟[𝑅𝑚𝑡] and leads to 𝑏1

2𝑉𝑎𝑟[𝑅𝑚𝑡] + 𝑏2
2𝑉𝑎𝑟[𝑅𝑚𝑡−1] + 2𝑏1𝑏2𝑉𝑎𝑟[𝑅𝑚𝑡] = 𝑉𝑎𝑟[𝑅𝑚𝑡] 

when 𝑏1 + 𝑏2 = 1. Relaxing the assumption of equal variances of true and observed returns, the prediction from 

Scholes and Williams (1977) and Lo and MacKinlay (1990) that 𝑉𝑎𝑟[𝑅𝑗𝑡 ] > 𝑉𝑎𝑟[𝑅𝑗𝑡
∗ ] would further reduce 𝑅2 

relative to its true value, although this effect would be relatively small. 
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 A similar argument applies to the use of return data of lower frequency. For example, while 

the use of weekly returns addresses the biases when non-trading occurs only in the middle of the 

week, 𝑅2 measurement can still be biased when non-trading leads a firm’s true daily return to be 

incorporated into observed returns in the following week. The inclusion of lagged weekly market 

returns allows the researcher to obtain a consistent estimate of beta, but this does not effectively 

address the reduction in 𝑅2 caused by the deviation between true and observed firm-level returns. 

Our simulations in Appendix A confirm that commonly applied remedies are not effective. 

Specifically, although we find that biases become smaller with common remedies, the correlations 

between induced non-trading and 𝑅2 bias remain nontrivial.18 

3. Data and 𝑹𝟐 measurement  

3.1. Sample selection details 

 To test the implications of the arguments laid out in the previous sections, we obtain a global 

set of firm-year observations over the period 1990-2012 from the 50 countries examined in 

Bartram et al. (2012). To be included in the sample, a firm’s primary listing should be in the same 

country as that in which the firm is domiciled. We exclude all secondary listings and focus on 

firms listed on a country’s primary exchange.19 For U.S. firms, market data, including daily 

returns, and accounting data are from CRSP and COMPUSTAT Fundamentals Annual, 

                                                 
18 Another approach to addressing non-trading problems is to use “trade-to-trade” methods (e.g., Dimson and Marsh 

1983) by aggregating zero return days with their consecutive trading days and estimating market models based on 

observations of different lengths. Because of the way we constructed our simulations, this approach fixes the 

measurement of 𝑅2. In actual data, however, this approach does not work effectively because the exact time of trading 

is unknown (Dimson 1979; Cohen et al. 1983) and a stock can have nonzero returns while still being relatively illiquid. 

For example, if illiquidity allows only half of the firm’s true returns to be incorporated into price on the same day, we 

would observe nonzero returns but 𝑅2 would still be biased. This point also highlights the limitations of our 

characterization of the measurement problems discussed in this section because of our focus on the extreme case in 

which illiquidity leads to non-trading and a zero return. 
19 By primary exchange, we mean the country’s exchange with the largest number of listed companies (Watanabe et 

al. 2013). We allow for multiple primary exchanges in some countries (Canada, China, India, Japan, Korea, Russia, 

Taiwan, and the US) to ensure the vast majority of listed companies from these countries are included in our sample. 
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respectively. For non-U.S. firms, market and accounting data are from COMPUSTAT Global 

Security Daily and COMPUSTAT Global Fundamentals Annual, respectively (e.g., Li et al. 2014), 

and we compute daily returns based on daily closing prices in local currency, adjusted for stock 

splits, dividends, and currency changes (e.g., the switch from domestic currency to Euros for EU 

firms). Following prior research using international security returns (e.g., Griffin et al. 2010), we 

set to missing all daily returns (t and t-1) that are greater than 200 percent and if 𝑅𝑡−1 > 1 and 

(1 + 𝑅𝑡−1)(1 + 𝑅𝑡) − 1 < 0.2. Data on analyst coverage are from I/B/E/S for both U.S. and non-

U.S. firms. 

 Our initial sample selection criteria lead to a sample of 535,726 firm-year observations across 

the 50 countries for which we can measure 𝑅2 based on the market model. Requiring additional 

data for the measurement of the control variables included in our multiple regression framework 

leads to a final sample of 377,598 firm-year observations. 

3.2. Variable measurement 

 For each firm j and calendar year , we estimate stock price synchronicity based on the 𝑅2 

from an OLS regression of firms’ weekly returns, calculated from Wednesday-to-Wednesday 

closing prices, on contemporaneous (week t) and lagged (week t-1) market returns: 

𝑅𝑗𝑡 = 𝛽0𝑗 +  𝛽1𝑗𝑅𝑚𝑡 + 𝛽2𝑗𝑅𝑚𝑡−1 + 𝜀𝑗𝑡                                                                                                    (6) 

 Following Morck et al. (2000) and Jin and Myers (2006), we require at least 30 weekly return 

observations in a firm-year. The return on the market index (𝑅𝑚) is computed as the value-

weighted weekly market return after excluding the weekly return for the firm of interest (e.g., 

Durnev et al. 2003) to prevent spurious correlations in countries with a small number of firms. 

Also, we cap the maximum weight for each firm in the market index at 5 percent. For country-
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years with fewer than 100 firms, the maximum weight is set to 10 percent. Based on the OLS 

estimation of equation (6), we define 𝑅2 for firm j and year  as follows: 

𝑅𝑗𝜏
2 =

�̂�1𝑗
2 𝑉𝑎𝑟[𝑅𝑚𝑡] + �̂�2𝑗

2 𝑉𝑎𝑟[𝑅𝑚𝑡−1]

𝑉𝑎𝑟[𝑅𝑗𝑡]
                                                                                                   (7) 

 Section 2 exploited the fact that zero daily returns occur frequently in international financial 

markets to demonstrate the effects of illiquidity on 𝑅2. Stock illiquidity, however, is a more 

complex and continuous construct than is captured, say, by the simple occurrence of non-trading 

and zero returns. Nevertheless, prior research suggests that measures derived from zero return 

frequencies are useful proxies for the more continuous construct of illiquidity, especially in 

international research settings (Lesmond et al. 1999; Lesmond 2005; Bekaert et al. 2007). Similar 

to recent studies that examine corporate transparency in international markets (e.g., Daske et al. 

2008; Lang et al. 2012), we therefore use the frequency of zero returns as our measure of illiquidity 

in the main analyses. For a sub-sample of U.S. data, we alternatively employ the Amihud (2002) 

measure in Section 5.3.2. 

3.3. Does firm-specific information manifest in lower 𝑅2? 

 A fundamental question in the synchronicity literature is whether low 𝑅2, on average, 

captures firm-specific information impounded in prices or just noise. A necessary condition for 

low 𝑅2 to capture firm-specific information in prices is that, all else equal, firm-specific 

information flows should lead to observable drops in 𝑅2. Therefore, we first evaluate whether 𝑅2 

is actually able to pick up firm-specific information being impounded in price in our data. 

Following Roll (1988) we examine 𝑅2 in news versus non-news periods, using annual earnings 

announcements for the firms in our sample as firm-specific news event. We use weeks with 

earnings announcements as the event period and the week before the announcement as the non-
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event period, and require each firm to have at least ten annual earnings announcements in I/B/E/S 

during 1990-2012 (n=8,213).  

 For each firm we estimate an event- and non-event Adjusted 𝑅2 with returns of the event and 

pre-event week, respectively, using equation (6).20 Results in the first row of Table 1 (“All firms”) 

indicate that earnings announcements lead to significant reductions in 𝑅2 (t-statistic: -13.05). 

While statistically significant, however, the difference in average 𝑅2s is modest (average event-

𝑅2s of 0.155 versus non-event-𝑅2s of 0.200). Albeit slightly stronger, this modest difference is in 

line with Roll (1988, 564) who finds 𝑅2 from a multifactor (CAPM) model increases only from 

0.205 to 0.225 (0.163 to 0.179) when firm-specific news events are ignored. Similarly, the fraction 

of firms for which event-week 𝑅2s are lower than non-event week 𝑅2s is only 56.6 percent. To put 

these numbers in perspective, note that the mean ratio of event- to non-event return variance is 

2.321, and 69.6 percent of firms experience an increase in return variance in event weeks.21 Thus, 

although these statistics suggest the earnings announcements are associated with nontrivial firm-

specific information, the effects revealed by 𝑅2 are not as strong.  

 To better understand what drives this result, we sort firms into zero return deciles. The 

average ratio of event- to non-event return variance exceeds two for each decile, and there is no 

significantly difference between the highest and lowest deciles. Also, untabulated results suggest 

that zero return frequencies decrease significantly across all deciles in event weeks, with the 

strongest absolute decrease for the most illiquid firms. Because increases in liquidity reduce the 

                                                 
20 Because the number of weekly observations used in the 𝑅2 calculations can vary by firm, we use Adjusted 𝑅2s in 

these tests, similar to Roll (1988). 
21 This ratio of variances is comparable to the abnormal variance ratios used to capture the information content of 

earnings announcements in the literature, see e.g., Beaver (1968) and Beaver et al. (2018). The key difference is that 

we rely on total return variance instead of idiosyncratic return variance to ensure we have a measure that does not rely 

on market model estimations. Untabulated results using idiosyncratic return variance are even stronger with an average 

ratio of 2.559 and 71.6 percent of firms experiencing an increase in idiosyncratic return variance. 



 

19 

 

downward bias in 𝑅2, any decrease in 𝑅2 that results from firm-specific information will therefore 

be masked by the increase in 𝑅2 that results from reduced bias. The remaining rows of Table 1 

demonstrate this issue. For liquid firms, there are stronger reductions in 𝑅2 associated with 

earnings announcements (e.g., average of 0.171 versus 0.265 for firms in decile 1, with 62.7 

percent of firms experiencing a decline in 𝑅2).22 For illiquid firms (deciles 9 and 10), however, for 

which the reduction in downward 𝑅2 bias is largest, the differences in 𝑅2 are insignificant. This 

result suggests that the 𝑅2 metric does not pick up firm-specific information for all firms. 

 Returning to the question of whether low 𝑅2 captures information or noise, the results 

suggest that measurement bias can make low 𝑅2 appear to reflect more noise in prices—and 

therefore a weaker information environment (Kelly 2014; Li et al. 2014)—when not controlling 

for the effect of illiquidity. Importantly, firm-specific information does manifest in lower 𝑅2, but 

stock illiquidity can mask such effects and reduce the 𝑅2 metric’s ability to measure firm-specific 

information in prices. In the next sections, we empirically investigate the strength and 

consequences of the illiquidity-𝑅2 relation in a large international sample and assess methods to 

control for illiquidity in the relation between 𝑅2 and a variable of interest. 

4. Large-sample evidence on measurement bias in 𝑹𝟐 

4.1. Country-level descriptive evidence 

 Panel A of Table 2 presents descriptive statistics for our sample by country. The sample of 

535,726 firm-years with sufficient data to estimate the market model contains 393,164 (142,562) 

non-U.S. (U.S.) firm-years, and the non-U.S. (U.S.) sample consists of 38,647 (16,232) unique 

                                                 
22 Consistent with this result for liquid firms, Boudoukh et al. (2018) also find strong reductions in 𝑅2 associated with 

firm-specific news for their sample of large and highly liquid firms in the S&P 500. 
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firms. Because of variation in data coverage in the earlier years of our sample, not all countries 

have data starting in 1990. We display the sample start dates in the first column of Table 2. 

 Panel A highlights the substantial variation in 𝑅2 across countries. Average 𝑅2 is lowest for 

Canada (0.0993) and highest for China (0.3989), in line with prior studies (e.g., Jin and Myers 

2006). Assuming relatively high (low) corporate transparency in Canada (China), these differences 

are consistent with low (high) 𝑅2 reflecting a more (less) informative stock price. However, the 

average zero return frequency is also substantially higher in Canada (30.27 percent) than in China 

(10.33 percent). Similarly, several countries with low 𝑅2 exhibit high levels of non-trading in the 

data (e.g., Australia, Czech Republic, Ireland, Luxembourg, New Zealand, Peru, UK, Venezuela), 

while others with high 𝑅2 exhibit low levels of non-trading (Egypt, India, Italy, Korea, Taiwan).  

 The Spearman rank correlation between country-level average zero return frequency and 𝑅2 

equals -0.6703 (untabulated). Panel A of Figure 1 visualizes the strong negative relation across 

countries, and the trend line suggests this relation may not be linear. The last column of Panel A 

of Table 2 displays the correlation between illiquidity and 𝑅2 within countries. Consistent with the 

cross-country results, the negative correlation between zero return frequency and 𝑅2 is strong in 

each of the 50 countries (average of the 50 correlation coefficients: -0.5499). The bottom row 

displays weighted-averages for the total sample and suggests zero returns are not just a problem in 

smaller countries. The overall zero return frequency is around 26 percent for the total sample.23 

 Panel B of Table 2 provides descriptives for the largest countries, as well as for the remaining 

countries by region, by year, and suggest that variation in 𝑅2 also relates to variation in illiquidity 

                                                 
23 In contrast to 𝑅2, the correlation between zero return frequency and idiosyncratic return volatility (𝜎𝜀

2) is much 

weaker. The cross-country Spearman correlation equals 0.0574, while the average within-country correlation equals 

0.0676. These weaker correlations underscore the differential effect of illiquidity on 𝑅2 versus idiosyncratic volatility 

measurement and, that 𝑅2 versus idiosyncratic volatility are not interchangeable (Li et al. 2014). This highlights the 

important difference between our work and Han and Lesmond (2011). 



 

21 

 

over time. Most strikingly, we find that 𝑅2 is relatively low for the average U.S. firm in the 1990s. 

While consistent with prior literature, which interprets the low 𝑅2 in the U.S. as being driven by 

firm-specific information flow, we also observe a relatively high frequency of non-trading in the 

earlier years of the U.S. sample.24 For instance, the low 𝑅2 of 0.1449 in 1990 coincides with a 

frequency of zero returns of 0.3797. Recent years display a sharp increase in 𝑅2 for the U.S. For 

the last five sample years (2008-2012), the (untabulated) average 𝑅2 for the U.S. equals 0.2833. 

This value is higher than the average 𝑅2 observed for each of the other regions in the same period.25  

 The remaining columns of Panel B suggest that the other regions display more stable levels 

of 𝑅2 and illiquidity over time. Interestingly, the low 𝑅2s for Canada and the U.K. coincide with 

high levels of illiquidity. Given that the available data for these countries are characterized by a 

relatively large fraction of small and infrequently traded firms compared to economies with a small 

number of large listed firms, this suggests that low country-level synchronicity is at least partly 

explained by the characteristics of the average listed firm in a country. 

4.2. Firm-year level descriptive analyses 

 At the firm-year level, we test the relation between synchronicity and illiquidity in a multiple 

regression framework. Because 𝑅2 is bounded between 0 and 1, we transform 𝑅2 to an unbounded 

continuous variable 𝑆𝑦𝑛𝑐ℎ (e.g., Morck et al. 2000): 

                                                 
24 Note that for the U.S. sample, the earlier years in our sample are unlikely driven by a sample selection bias, given 

that our data sources (CRSP and COMPUSTAT) started coverage of U.S. firms long before the 1990s. 
25 If high 𝑅2 indicates low price informativeness due to a weak information environment, these data would suggest 

that the U.S. has changed to a relatively weak information environment in recent years. This interpretation appears to 

be in stark contrast with prior evidence indicating that regulatory reforms, such as the Sarbanes-Oxley Act of 2002 

(SOX), have succeeded in increasing corporate transparency. For example, prior research suggests that firms’ financial 

information became more transparent after SOX as firms engaged in less earnings management and disclosed material 

weaknesses in internal control over financial reporting, reducing information asymmetries between managers and 

outside investors (e.g., Cohen et al. 2008; Skaife et al. 2013, respectively). To the extent that increased transparency 

and reduced private information for managers decreases synchronicity (Jin and Myers 2006), the pattern of a strong 

increase in synchronicity in the U.S. post-SOX would imply lower levels of transparency and increased private 

information for managers. 
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𝑆𝑦𝑛𝑐ℎ𝑗𝜏 = ln (
𝑅𝑗𝜏

2

1 − 𝑅𝑗𝜏
2)                                                                                                                           (8) 

where 𝑗𝜏 refers to firm-year. 

 We control for several previously identified determinants of synchronicity (Chan and 

Hameed 2006; Ferreira and Laux 2007; Fernandes and Ferreira 2008). Specifically, we control for 

profitability (𝑅𝑂𝐸), volatility of profitability (𝑉𝑅𝑂𝐸), leverage (𝐿𝑒𝑣𝑒𝑟𝑎𝑔𝑒), market-to-book 

(𝑀𝑇𝐵), market capitalizations in US$ (𝑆𝑖𝑧𝑒), dividends (𝐷𝐷), and trading volume (𝑉𝑜𝑙𝑢𝑚𝑒).26 

We also include country-year and industry fixed effects in our analyses. Inclusion of the country-

year fixed effects picks up the substantial variation in 𝑅2, as well as the differences in temporal 

variation in 𝑅2, across countries. We use 𝑍𝑒𝑟𝑜𝑅𝑒𝑡𝑢𝑟𝑛, defined as the fraction of zero return days 

in a firm-year, as our main variable of interest. 

  Panel A of Table 3 presents descriptive statistics for the sample of 377,598 firm-year 

observations having data available for all variables. We winsorize continuous variables at the 1st 

and 99th percentiles to reduce the influence of extreme observations. Because of the skewness in 

these variables, we also take the natural logarithm of variables 𝑉𝑅𝑂𝐸, 𝑀𝑇𝐵, 𝑆𝑖𝑧𝑒, and 𝑉𝑜𝑙𝑢𝑚𝑒 

in all subsequent analyses. 

 Panel B presents descriptive statistics (means) for stock price synchronicity by ten bins of 

zero return frequency. As the frequencies per row reveal, the distribution of zero return rates is 

right-skewed with 38.5 percent of observations falling in the [0.00-0.10) bin. Next, the descriptives 

reveal substantial variation in estimated market model coefficients. While illiquid firms are 

                                                 
26 Note that several of the determinants are based on accounting measures that are a function of the accounting 

standards applied in preparing a firm’s financial statements.  When sample firms follow different sets of accounting 

standards, then a determinant based on accounting measures may not be comparable across firms (Gordon et al. 2013).  

We include these determinants in our models to align with prior synchronicity research, and use country fixed effects 

to control for systematic differences in these variables that arise from differences in accounting standards across 

countries. 
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arguably riskier (e.g., Amihud and Mendelson 1986), estimates of 𝛽1 are monotonically decreasing 

with zero returns frequencies. This pattern is remarkably similar to that found in the simulations 

in Appendix A and as predicted in Section 2. Estimates of 𝛽2 increase with zero return frequency, 

which is consistent with the increasing importance of including a lag term, but decrease for zero 

return frequencies greater than 60 percent.  

 Most importantly, we find a strong negative relation between 𝑅2 and illiquidity, as the most 

liquid (illiquid) firms have an average 𝑅2 of 0.278 (0.043). Consistent with our simulations in 

Appendix A, the relation between zero return frequencies and 𝑅2 is nonlinear. Panel B of Figure 

1 provides graphical evidence to support this interpretation. That is, for liquid firms, the slope of 

the relation between 𝑅2 and zero return frequency is much steeper than for illiquid firms. We find 

a similar nonlinearity for the unbounded continuous variable 𝑆𝑦𝑛𝑐ℎ. Panel C presents descriptive 

evidence on the means of our control variables by zero return bins. We find that the variables 

linked to 𝑆𝑦𝑛𝑐ℎ also vary substantially with zero return frequency, mostly in a non-linear fashion.  

 Panel A of Table 4 reports results of OLS regressions for both the pooled sample of firm-

years and for each country separately in a Fama and MacBeth (1973) cross-sectional regression 

framework. The results suggest that 𝑆𝑦𝑛𝑐ℎ is significantly positively associated with Size and 

Volume, and significantly negatively associated with VROE and MTB.27 The coefficient on ROE 

(DD) is significantly positive only in the pooled (by-country) estimation. Out of these variables, 

SIZE and Volume are most strongly related to synchronicity, as indicated by their t-statistics and 

significant coefficients in 36 and 28 country-level estimations, respectively. We also find that the 

                                                 
27 Note that Volume partly captures the effect of illiquidity on synchronicity measurement. However, because trading 

volume is a noisy proxy for liquidity and for consistency with prior work (Chan and Hameed 2006), we include trading 

volume as determinant to investigate the incremental impact of illiquidity.  
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strongest determinant of 𝑆𝑦𝑛𝑐ℎ is 𝑍𝑒𝑟𝑜𝑅𝑒𝑡𝑢𝑟𝑛, as indicated by a significant negative coefficient 

for 49 of 50 countries.  

 Overall, the results in Tables 2-4 suggest that 𝑅2 is strongly negatively related to illiquidity 

across and within countries.28 These results support the implications derived from our econometric 

modeling and suggest that illiquidity is empirically strongly correlated with 𝑅2 in common 

international samples. Moreover, we find that the empirical relation between zero return 

frequencies and 𝑅2 is nonlinear. As discussed in subsequent analyses, such nonlinearity can have 

important implications for attempts at controlling for illiquidity. 

5. Controlling for illiquidity 

5.1. The effects of common adjustments for the non-trading problem in our data 

 Section 2 discussed conceptually why common remedies to address the implications of non-

trading in the market model are unlikely to resolve the measurement problem with 𝑅2. In this 

section, we empirically evaluate how different market model estimations affect the relation 

between 𝑅2 and illiquidity. Panel B of Table 4 presents the results. Using a market model with 

daily returns, the correlation between 𝑍𝑒𝑟𝑜𝑅𝑒𝑡𝑢𝑟𝑛 and 𝑆𝑦𝑛𝑐ℎ is -0.591. Consistent with the use 

of weekly returns reducing the problem, the correlation becomes smaller but remains substantial 

at -0.465. Adding lags and leads further reduces the correlations, but only marginally. For example, 

with four lags (e.g., Hou and Moskowitz 2005; Callen et al. 2013) the correlation is -0.429. These 

analyses confirm our discussion in Section 2, as well as the simulations in Appendix A, and suggest 

that common adjustments applied to the market model estimations do not eliminate the bias in 𝑅2. 

Hence, researchers should look for alternative approaches to attenuate the illiquidity bias in 𝑅2. 

                                                 
28 All results presented in this section are qualitatively similar when we use the extended market model for international 

samples of Jin and Myers (2006), which includes two leads and lags of market returns. 
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5.2. Linear versus nonlinear controls for illiquidity 

 A simple approach to attenuate the bias in 𝑅2 is to control for a measure of illiquidity in a 

regression. A disadvantage is that this approach assumes a linear functional form in the relation 

between synchronicity and illiquidity, while the descriptives in Table 3, Figure 1, and Appendix 

A suggest this assumption may not hold. One solution to address this nonlinearity is to include 

polynomials of the illiquidity variable in the regressions. However, the number of polynomials 

needed using this approach is unclear and can vary by setting. For example, the trend lines 

displayed in Panels A and B of Figure 1 are based on the use of different numbers (two and three, 

respectively) of statistically significant (p-value<0.05) polynomial terms.  

 An alternative solution is to use a flexible control variables approach, such as “least squares 

dummy variable” (LSDV) regressions where the control variable of interest is split up into n 

dummy variables that each take on a value of 1 for specific values of the control variable, and 0 

otherwise (e.g., Gormley and Matsa 2014).29 Assuming each firm-year has 250 trading days, an 

example of this approach would be to include 251 dummy variables that each capture the number 

of zero return days in the year. In this case, the zero return variable would be “fully saturated” and 

the functional form of the relation between synchronicity and illiquidity becomes fully flexible 

(e.g., Angrist and Pischke 2009).30 

 To explore the merit of a flexible control variables approach, we return to the regressions in 

Table 4 and compare the incremental explanatory powers for alternative model specifications 

incorporating the different control variable approaches. Results in Panel C suggest that the 

                                                 
29 Although the terms are technically similar, we mostly refer to LSDV and dummy variables instead of fixed effects 

in the paper because researchers typically use fixed effects approaches in different ways to control for unobserved 

heterogeneity across a specific dimension, such as when including firm- or industry-fixed effects.  
30 Note that the number of dummy variables included in this hypothetical regression is a maximum of 251. Because 

not all unique values of the zero return variable may be represented in the data, multiple dummy variables are likely 

to be dropped from the estimation. Statistical programs such as Stata take care of this automatically. 
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inclusion of controls based on 𝑍𝑒𝑟𝑜𝑅𝑒𝑡𝑢𝑟𝑛 adds meaningful explanatory power (Adjusted 𝑅2) to 

both the pooled and by-country estimations. While inclusion of two and five dummy variables (bin 

widths of 0.50 and 0.20, respectively) for zero returns adds less explanatory power than the linear 

control variable approach, the inclusion of ten dummy variables (bin width of 0.10) achieves about 

the same explanatory power. Moving to more dummy variables with smaller bin widths, we find 

that the incremental explanatory power increases relative to the linear control variable approach. 

For example, in the by-country analyses, explanatory power increases by 0.059 for n=100, and by 

0.067 points for n=250. In contrast, inclusion of a linear control variable increases explanatory 

power by only 0.044.  

 These statistics suggest that allowing for a more flexible functional form of the relation 

between synchronicity and illiquidity allows the regression to pick up incremental variation in 

synchronicity; variation that might correlate with a variable of interest and result in an omitted 

variable problem if not controlled for. An important caveat to any control variable approach is that 

we should be careful not to over-control and thereby eliminate variation in 𝑅2 that is relevant to 

the research question. Such a situation might occur when illiquidity is part of the conceptual 

mechanism of interest, for example, as a mediating variable. In Appendix B, we discuss this issue 

in more detail.  

5.3. Implications for research: Analyst coverage tests  

5.3.1. Analyst coverage and stock price synchronicity 

 Using a measure of stock price synchronicity, Chan and Hameed (2006) conclude that 

emerging-market firms’ stock prices reflect more market-wide rather than firm-specific 

information when analysts provide more coverage. Similarly, Piotroski and Roulstone (2004) 

conclude that U.S. firms’ analyst activities lead to higher synchronicity with market and industry 
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returns. At the same time, evidence by Crawford et al. (2012) suggests the link between analyst 

coverage and synchronicity is more nuanced. They find that analysts’ initiation of coverage is 

associated with increased synchronicity for firms without pre-existing coverage, while 

synchronicity decreases with initiations for the majority of cases where firms have pre-existing 

coverage (about 94 percent of their sample). They also find that plausibly-exogenous drops in 

coverage are associated with increases in synchronicity. Hence, these results hint that the marginal 

effect of analyst coverage on synchronicity may be negative, suggesting the net effect of greater 

analyst coverage is to increase the amount of firm-specific information impounded in prices. 

 Given these ambiguous insights, we revisit the analyst coverage and synchronicity link in 

Table 5. Controlling for illiquidity is likely important, as analysts cover firms that are more liquid 

and generate higher trading commissions (Alford and Berger 1999) and analyst coverage reduces 

illiquidity (Roulstone 2003; Kelly and Ljungqvist 2012). Empirically, the Spearman correlation 

(untabulated) between 𝑍𝑒𝑟𝑜𝑅𝑒𝑡𝑢𝑟𝑛 and the average number of forecasts outstanding 

(𝐴𝑁𝐴𝐿𝑌𝑆𝑇𝑆) equals -0.4570 for our sample. We find a similarly strong correlation between 

𝑍𝑒𝑟𝑜𝑅𝑒𝑡𝑢𝑟𝑛 and the frequency of forecast revisions (𝑁𝑅𝐸𝑉): -0.4777.31 Moreover, descriptive 

statistics in Panel A of Table 5 suggest that this relation is nonlinear. Illiquidity therefore relates 

to both synchronicity and analyst coverage, and failing to adequately control for illiquidity could 

affect the inferences from tests of the relation between synchronicity and analyst coverage.  

 Panel B of Table 5 presents tests of the relation between analyst coverage and synchronicity 

before and after controlling for illiquidity. Without controls for illiquidity, pooled sample results 

confirm the positive and significant association as documented in Chan and Hameed (2006) for 

                                                 
31 We follow Piotroski and Roulstone (2004) in measuring the analyst coverage variable using the number of revisions 

in one-year-ahead earnings forecasts made during the year. We follow Chan and Hameed (2006) in using the average 

number of forecasts outstanding during the year. 
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emerging markets and Piotroski and Roulstone (2004) for the U.S., for both analyst coverage 

variables (columns one and four). Next, we include 𝑍𝑒𝑟𝑜𝑅𝑒𝑡𝑢𝑟𝑛 as a linear control variable in the 

regressions (columns two and five). With controls for illiquidity, the significant positive 

association between synchronicity and analyst coverage is smaller in magnitude, but remains 

statistically significant across the estimations.  

 A different picture emerges when we use the LSDV approach (columns three and six). Using 

n=100 dummy variables for 𝑍𝑒𝑟𝑜𝑅𝑒𝑡𝑢𝑟𝑛 that represent 100 bins of width 0.01, the significantly 

positive coefficients on ln(𝑁𝑅𝐸𝑉) and ln(𝐴𝑁𝐴𝐿𝑌𝑆𝑇𝑆) become insignificant. Hence, these results 

suggest that the relation between analyst coverage and synchronicity is more ambiguous than 

previously concluded in the literature. Panel C presents the same analyses for the by-country 

estimations. We find similar results. As before, the LSDV approach also picks up substantially 

more of the variation in synchronicity than the linear control variable.32  

 To provide more insights into the difference between the traditional linear control variable 

approach and the LSDV approach, Figure 2 presents estimates and confidence intervals for the 

coefficient on ln(𝑁𝑅𝐸𝑉) when using different levels of saturation for the 𝑍𝑒𝑟𝑜𝑅𝑒𝑡𝑢𝑟𝑛 variable 

(i.e., different numbers and widths of bins). As the figure reveals, we would conclude that analyst 

coverage and synchronicity are significantly positively related (1) when illiquidity is not controlled 

for, (2) when a linear control variable for illiquidity is included, and (3) when ten or fewer dummy 

variables based on 𝑍𝑒𝑟𝑜𝑅𝑒𝑡𝑢𝑟𝑛 bins are included. Using n=25 bins (width 0.04) or more, 

however, the positive coefficient loses its statistical significance. As can be assessed by the 

confidence intervals, this result is not driven by reduced precision. Because the LSDV approach 

                                                 
32 Following Piotroski and Roulstone (2004) and Chan and Hameed (2006) we also assess the robustness of these 

findings to restricting the sample to observations with positive values for the analyst coverage variables (untabulated). 

Inferences, and particularly inferences across the different control variable approaches, are qualitatively similar. 
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allows for a more flexible relation between illiquidity and both synchronicity and analyst coverage, 

these results highlight the importance of controlling for nonlinear confounding effects.33 

5.3.2. Alternative control for illiquidity in settings with low zero return frequencies 

 Because of the relatively low frequency of zero returns in the U.S. sample with sufficient 

data (untabulated 0.1258 versus 0.2635 for the rest of the world), a potential drawback of using 

the zero return metric is that it may not have sufficient variation among relatively liquid firms. To 

assess whether the U.S. results are sensitive to this limited variation in the control variable, we 

alternatively employ the Amihud (2002) measure as a more continuous proxy for illiquidity.  

 Table 6 presents results for the U.S. In Panel A, we first find that controlling for illiquidity 

using the zero return metric eliminates the significant positive coefficient on ln(𝐴𝑁𝐴𝐿𝑌𝑆𝑇𝑆), but 

not on ln(𝑁𝑅𝐸𝑉), even with the LSDV approach. To assess the robustness of this result, Panel B 

presents results after controlling for illiquidity using the Amihud measure. The results suggest that 

including the Amihud measure as a linear control variable eliminates the significant positive 

coefficient on ln(𝐴𝑁𝐴𝐿𝑌𝑆𝑇𝑆), but not that on ln(𝑁𝑅𝐸𝑉). However, when including n=100 

dummy variables that capture the percentiles of the distribution of the Amihud measure, the 

coefficient becomes insignificant. Therefore, when we combine a more continuous control variable 

for illiquidity with the LSDV approach, we cannot conclude that analyst coverage is positively 

associated with synchronicity in the U.S. after controlling for illiquidity. 

 Overall, these results suggest that the previously documented positive relation between 

analyst coverage and synchronicity is sensitive to controls for illiquidity. Besides informing the 

                                                 
33 To highlight that the LSDV approach drives these results, allowing for a more flexible and nonlinear influence of 

illiquidity, we also test (untabulated) the consequences of sequentially adding more polynomials of 𝑍𝑒𝑟𝑜𝑅𝑒𝑡𝑢𝑟𝑛 as 

control variables in a linear regression. Similar to the LSDV approach, we find that incrementally adding more 

polynomials leads the coefficient on the analyst coverage variables to become insignificantly different from zero 

(while explanatory power, as measured by Adjusted R2, increases).  
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literature on analyst coverage and synchronicity, our analyses highlight the importance of (1) 

controlling for illiquidity in studies on synchronicity, (2) allowing for a more flexible (non-linear) 

functional form of the relation between illiquidity and synchronicity, and (3) controlling for 

alternative measures of illiquidity in settings where the variation in zero return frequencies is more 

limited (e.g., the U.S. in recent years).  

5.3.3. Arguments against a “null” result 

 A potential argument against finding an insignificant relation in the presence of fixed effects 

is that the estimation lacks power, because the fixed effects reduce the degrees of freedom. 

However, the elimination of statistical significance here is unlikely driven by power issues, given 

that (1) the addition of 100 dummy variables to a regression of 377,598 observations has limited 

effect on the degrees of freedom, and (2) the coefficient itself changes in magnitude (rather than 

just the confidence interval becoming wider). However, for smaller samples, such as in the 

individual country-level estimations, researchers should carefully evaluate the effect of the LSDV 

approach on both the coefficient estimate and its associated confidence interval. For samples with 

relatively few observations, the inclusion of, e.g., 100 dummy variables may have a more dramatic 

impact than we find here. 

 At the same time, an argument against the result that the significant positive relation 

disappears after controlling for illiquidity, is that illiquidity is part of the conceptual mechanism 

being investigated. In such a situation, conditioning the analysis on illiquidity may over-control 

and potentially eliminate a true relation of interest. In Appendix B, we use causal diagrams in the 

form of Directed Acyclic Graphs (DAGs, see e.g., Morgan and Winship 2015) to illustrate how 

researchers should carefully consider these possibilities. In this case, we conclude that controlling 

for illiquidity actually helps, rather than hinders, researchers in identifying the effect of analyst 
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coverage on the relative mix of information reflected in stock prices. The argument that analysts 

affect the relative amount of market-wide information in prices rests on the proposed mechanism 

that analysts directly provide this information to market participants. Thus, it does not rely on 

changes in illiquidity as a channel through which the information is impounded in prices. 

Controlling for illiquidity helps the researcher to isolate this relation of interest. 

5.4. Implications for research: Country-level transparency and synchronicity 

 While the previous tests demonstrate how controlling for measurement bias in 𝑅2 may 

eliminate the significance of a previously documented relation, measurement bias can also work 

against a researcher in finding a significant relation where one exists. Therefore, we examine the 

association of country-level 𝑅2 measures with proxies for corporate transparency in countries 

before and after controlling for illiquidity. In this setting, prior research unambiguously predicts a 

negative relation between synchronicity and transparency. However, to the extent that country-

level transparency relates negatively to illiquidity, not controlling for illiquidity can cause a 

positive bias in the coefficient relating country-level transparency to 𝑅2 and hide a true negative 

effect (see Appendix B for a discussion and insights using causal diagrams).  

 Jin and Myers (2006) examine the relation between synchronicity and a country-level 

disclosure index. Using a set of 40 countries, they find that opaque countries are associated with 

more synchronous stock prices. Bartram et al. (2012) expand the list of countries and report the 

disclosure index for 47 out of our 50 countries. We obtain the disclosure index from their Table  

1-B. Bushman et al. (2004) investigate a set of characteristics of firms’ information environments 

within different countries and create a financial transparency factor. We obtain this factor score 

from their Appendix B, which reports data for 41 of our countries. The (untabulated) Spearman 

correlation between the two variables for the 39 countries with overlapping data equals 0.6823.  
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 In Table 7, we examine the relation between country-year average 𝑆𝑦𝑛𝑐ℎ and the disclosure 

index and financial transparency factor. Simple regressions suggest that the two variables are not 

statistically significantly related to country-level synchronicity (columns one and four), suggesting 

we cannot conclude that greater transparency is associated with lower synchronicity based on these 

tests. At the same time, regardless of whether we include a control for illiquidity using country-

year average 𝑍𝑒𝑟𝑜𝑅𝑒𝑡𝑢𝑟𝑛 or 100 dummy variables based on country-year average 𝑍𝑒𝑟𝑜𝑅𝑒𝑡𝑢𝑟𝑛 

bins, the insignificant coefficient becomes more negative and statistically highly significant. 

Moreover, the statistical significance and explanatory power increase when allowing the relation 

between illiquidity and synchronicity to be more flexible in the LSDV approach (increases in 

Adjusted 𝑅2 from 0.303 to 0.362 and from 0.223 to 0.303, respectively).34 

 Overall, these tests further illustrate how the illiquidity effect can change inferences drawn 

about the relation between synchronicity and variables of interest. We find that tests of the relation 

between a variable of interest and 𝑅2, which can pick up firm-specific information flow (see Table 

1), can be biased towards a null result if illiquidity is not controlled for. Again, we demonstrate 

the benefits of allowing the relation between synchronicity and illiquidity to deviate from linearity.  

6. Summary and conclusions 

 Prior research uses synchronicity measures (market model 𝑅2s) to capture the extent to which 

stock prices impound firm-specific information, such as in studies on the capital market 

consequences of corporate transparency, changes in accounting standards and transparency 

regulations, as well as the role of information intermediaries in shaping the mix of information in 

                                                 
34 Note that the purpose of our analysis is not to support or reject the hypothesis that better transparency leads to lower 

synchronicity. Our purpose is merely to show that synchronicity in-and-of-itself displays a more consistent relation 

with country-level synchronicity after the illiquidity effect is controlled for. We therefore examine the relations in a 

simple setting without controlling for any other country characteristics. 
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prices. This paper demonstrates that 𝑅2 measures are predictably biased as a result of variation in 

stock illiquidity and that traditional remedies in the literature, used to correct market model betas 

for illiquidity effects, do not effectively fix 𝑅2.  

 While 𝑅2 can identify firm-specific information flows, we find that measurement bias masks 

these effects for less liquid stocks. Using a large sample of firm-year observations, we document 

strong negative relations between illiquidity and 𝑅2 across countries, across firms, and over time. 

We illustrate the importance of controlling for measures of illiquidity and highlight the 

consequences of using methods that control for nonlinear confounding effects. We do so by using 

variables for analyst coverage and country-level corporate transparency for our international 

sample, and present evidence suggesting that the positive relation between analyst coverage and 

synchronicity disappears, while the insignificant relation between transparency and synchronicity 

becomes stronger and significantly negative, after we control for illiquidity. 

 We conclude that the strong link between illiquidity and 𝑅2 induced by predictable 

measurement bias provides an explanation for why prior research typically finds low 𝑅2 to be 

related to relatively weak information environments. Besides elaborating more carefully what it is 

a synchronicity measure should be capturing conceptually, we advise future researchers to 

carefully evaluate the sensitivity of their empirical results to (nonlinear) controls for illiquidity. 
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Appendix A 

Simulations of the effect of non-trading on 𝑹𝟐 measurement 

 

To quantify the effect of non-trading on the measurement of stock price synchronicity, we perform 

the following simulations. Among the securities in CRSP during 1990-2012 with less than ten 

percent of zero return days and full price data for the calendar year, we randomly draw a security-

year.35 Next, we randomly change a fraction of 𝑝 non-zero return trading days into zero-return 

(non-trading) days. As a result of this induced non-trading, the return for the first subsequent non-

zero-return day equals its true return plus the sum of true returns for previous consecutive non-

trading days (see Section 2). 

 

We repeat the above procedure 99,999 times (with replacement) to obtain a sample of 100,000 

simulated observations. We sample the non-trading fraction 𝑝 based on the frequency distribution 

in Panel B of Table 3 to allow the simulations to be as a realistic as possible. Specifically, based 

on the observation counts for the nine bins from 0 to 90 percent zero return frequency, we compute 

the relative (rounded) frequencies of the nine bins to be 39.2, 22.6, 13.3, 7.7, 5.0, 3.9, 3.2, 2.8, and 

2.3 percent, respectively, and we induce non-trading fractions accordingly. For example, for 𝑝 =
0.01, we draw 3,920 observations, and do the same for 𝑝 = 0.02 through 𝑝 = 0.10 such that our 

first bin contains 39,200 observations (39.2 percent). For 𝑝 = 0.11, we draw 2,260 observations, 

and so on. 

 

For each security-year drawn we compute 𝑉𝑎𝑟[𝑅], 𝛽, and 𝑅2 based on actual returns, and 

𝑉𝑎𝑟[𝑅]𝑧𝑒𝑟𝑜, 𝛽𝑧𝑒𝑟𝑜, and 𝑅𝑧𝑒𝑟𝑜
2  based on the new set of returns with non-trading induced. We 

compute the ratios 𝑉𝑎𝑟[𝑅]𝑧𝑒𝑟𝑜/𝑉𝑎𝑟[𝑅], 𝛽𝑧𝑒𝑟𝑜/𝛽, and 𝑅𝑧𝑒𝑟𝑜
2 /𝑅2, respectively. The expected value 

of 𝛽𝑧𝑒𝑟𝑜/𝛽 equals 𝑞, while the expected value of 𝑅𝑧𝑒𝑟𝑜
2 /𝑅2 equals 𝑞2(𝑉𝑎𝑟[𝑅]𝑧𝑒𝑟𝑜/𝑉𝑎𝑟[𝑅]). 

 

Table A-1 reveals that non-trading decreases the variance of observed returns in our simulations. 

This decrease becomes larger with 𝑝, but the overall (untabulated) median ratio of return variances 

is still 0.993.36 Importantly, for any 𝑝, we find that the ratio of return variances is substantially 

greater than 𝑞2, suggesting the effect of non-trading on 𝑅2 should be negative (see Section 2). As 

expected, the median ratio of betas approximates 𝑞. Most importantly, non-trading has a strong 

negative effect on 𝑅2. For instance, when inducing an average of 25.5 percent of zero returns (a 

common frequency in many countries) the median ratio of 𝑅2s equals 0.561, suggesting that on 

average the observed 𝑅2 will be 43.9 percent lower than it would be without the zero returns.  

 

The Spearman correlation between 𝑝 and 𝑅𝑧𝑒𝑟𝑜
2 /𝑅2 equals -0.6697 for the pooled sample of 

100,000 simulated observations. In untabulated tests we also examine this correlation for subsets 

                                                 
35 We use the restriction 𝑝 < 0.10 because the vast majority of securities have at least one zero return day (especially 

in earlier years) and it allows us to randomly change up to 90 percent of non-zero return days for a particular security 

into zero-return days. 
36 This result is different from the predictions in Scholes and Williams (1977) and Lo and MacKinlay (1990) that non-

trading increases the variance of observed returns. It is important to note, however, that these predictions are based on 

the assumption of independent return observations, while the daily return data we use exhibit negative serial 

correlation (average of -0.032). To assess the influence of such serial correlation, we rerun the simulations by first 

randomizing the daily returns in the firm-year before inducing the non-trading effects. Doing so, we find the downward 

bias in return variance largely disappears. We thank an anonymous reviewer for this suggestion.  
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of the data with lower non-trading frequencies. Even with relatively low non-trading frequencies, 

we find that the correlation between 𝑝 and the bias ratio is substantial. For example, for 𝑝 ≤ 0.20 

(𝑝 ≤ 0.10) the Spearman correlation still equals -0.468 (-0.348). 

 

We also use simulations to examine the consequences to the market model of common adjustments 

for infrequent trading. Table A-2 presents the effect of non-trading on 𝑅2 measurement using (1) 

weekly returns, (2) weekly returns with a lag of market returns in the model, (3) weekly returns 

with a lead of market returns, (4) weekly returns with two leads and two lags, (5) and weekly 

returns with four lags. The fifth adjustment is not common in the 𝑅2 literature, but follows the 

“price delay” literature which assumes that most delays in the incorporation of information in 

prices are resolved within four weeks (Hou and Moskowitz 2005). Importantly, because these 

estimations differ in their degrees of freedom, we focus on Adjusted 𝑅2s. 

 

The results in Table A-2 suggest that these approaches partially reduce the absolute magnitude of 

bias in 𝑅2. At the same time, the negative bias remains nontrivial for larger non-trading 

frequencies, and the clear negative relation between non-trading frequencies and 𝑅2 bias remains. 

The Spearman correlations of 𝑝 with 𝑅𝑧𝑒𝑟𝑜
2 /𝑅2 are -0.399, -0.356, -0.379, -0.321, and -0.321, 

respectively. These correlations are smaller than those based on daily returns in a simple market 

model, but their magnitudes suggest that common remedies for infrequent trading do not eliminate 

the illiquidity effect in 𝑅2 measurement.37  

 

 

  

                                                 
37 Our simulations assume that non-trading occurs at random points in time, while in reality non-trading is more likely 

clustered in time. When we repeat our simulations and induce a clustering of non-trading over time, we find the 

inferences of the simulations are unchanged.  
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TABLE A-1 

Simulation results on biases in synchronicity measurement due to non-trading effects 

 

Bin 

No.  

obs. 

Avg. 

p 

Avg. 

q 

  

Var[R]zero 

/Var[R] 
  zero/   R2

zero/R2 

  Median   Exp. Median   Exp. Median 

1 38,700 0.055 0.945   0.998   0.945 0.955   0.895 0.916 

2 22,700 0.155 0.845   0.991   0.845 0.845   0.721 0.727 

3 13,400 0.255 0.745   0.983   0.745 0.737   0.565 0.561 

4 7,700 0.355 0.645   0.969   0.645 0.628   0.429 0.418 

5 5,000 0.455 0.545   0.961   0.545 0.521   0.309 0.296 

6 4,000 0.555 0.445   0.942   0.445 0.410   0.210 0.192 

7 3,300 0.655 0.345   0.923   0.345 0.307   0.129 0.117 

8 2,800 0.755 0.245   0.880   0.245 0.200   0.068 0.063 

9 2,400 0.855 0.145   0.845   0.145 0.099   0.025 0.031 

Spearman correlation between p and bias ratio: -0.692     -0.670 

 

Simulations are based on the following procedure, which we repeat 99,999 times. Among all securities in CRSP during 

1990-2012 with less than ten percent of zero return days and full price data for the calendar year, we randomly draw 

(with replacement) a security-year and calculate 𝑉𝑎𝑟[𝑅], 𝛽, 𝑅2, and 𝜎𝜀
2 based on the actual daily returns observed in 

CRSP. Next, for the same security-year, we transform a random fraction of 𝑝 non-zero return trading days into non-

trading zero-return days. As a result of the non-trading, the return for the first subsequent non-zero-return day equals 

its true return plus the sum of true returns for previous consecutive non-trading days. We calculate 𝑉𝑎𝑟[𝑅]𝑧𝑒𝑟𝑜, 𝛽𝑧𝑒𝑟𝑜, 

𝑅𝑧𝑒𝑟𝑜
2 , and 𝜎𝜀 𝑧𝑒𝑟𝑜

2  based on the new set of daily returns with induced non-trading effects. 𝑝 reflects the proportion of 

non-zero daily returns that we transform into non-trading days and 𝑞 = 1 − 𝑝, where 𝑝 varies with increments of 0.01 

in the interval [0.01, 0.90] and the frequency of each 𝑝 is based on the relative frequencies of zero returns in the first 

nine bins presented in Panel B of Table 3.  

 

 

TABLE A-2 

Simulation results based on weekly returns and adjusted market models 

 

Bin 

Avg. 

p 

  R2
zero/R2 

R2
zero/R2  

(incl. 1 lag) 

R2
zero/R2  

(incl. 1 lead) 

R2
zero/R2  

(incl. 2 

leads/lags) 

R2
zero/R2  

(incl. 4 lags) 

  Median Median Median Median Median 

1 0.055   0.997 0.998 0.997 0.999 0.998 

2 0.155   0.939 0.944 0.940 0.946 0.946 

3 0.255   0.874 0.886 0.870 0.887 0.891 

4 0.355   0.782 0.805 0.783 0.815 0.818 

5 0.455   0.671 0.727 0.678 0.736 0.741 

6 0.555   0.525 0.620 0.540 0.632 0.650 

7 0.655   0.358 0.502 0.374 0.538 0.542 

8 0.755   0.172 0.351 0.203 0.418 0.424 

9 0.855   0.030 0.176 0.064 0.249 0.263 

Spearman corr.: -0.399 -0.356 -0.379 -0.321 -0.321 

 

See the notes to Table A-1 for explanations. Here, 𝑅2s are obtained from weekly returns and adjusted market models 

and are based on Adjusted 𝑅2 to control for differences in the degrees of freedom across the estimations. 



 

37 

 

Appendix B 

Consequences of empirically controlling for illiquidity 

 

A potential concern with our advice to empirically control for illiquidity is that doing so could 

eliminate the relation of interest when illiquidity is part of the conceptual mechanism, e.g., as a 

mediating variable. An example of such a situation occurs with tests of the relation between firm 

transparency and synchronicity. Below, we illustrate how controlling for illiquidity can provide a 

lower bound estimate on this relation, rather than eliminate it. While the term “controlling for” 

typically refers to inclusion of an additional variable in an OLS regression, we define the term 

more generally to include any parametric or nonparametric approach that makes the statistical 

relation of interest conditional on a (set of) control variable(s) (Morgan and Winship 2015; Gow 

et al. 2016), such as matching or LSDV (fixed effects) regressions (Angrist and Pischke 2009). 

 

We present causal diagrams using “directed acyclic graphs” (DAGs) that capture theoretically 

predicted causal chains.38 For ease of exposition and in line with market microstructure theories 

(e.g., Glosten and Milgrom 1985; Diamond and Verrecchia 1991; Easley and O’Hara 2004), we 

focus on the following two channels:39 

1. Direct channel: Greater transparency increases the amount of publicly available firm-

specific information; this information is available to all market participants and allows 

relatively more firm-specific information to be incorporated in prices, thereby increasing 

stock price informativeness (decreasing synchronicity). 

2. Indirect channel: Greater transparency reduces information asymmetry between informed 

investors and uninformed investors as it turns private information into public information; 

the reduction in adverse selection decreases illiquidity, which reduces the costs of acquiring 

and trading on firm-specific private information; the increased trading on firm-specific 

information increases stock price informativeness (decreases synchronicity). 

 

Figure B-1 captures these two causal chains. Ignoring for now the additional channel that captures 

the measurement effect of illiquidity on synchronicity (𝜑), a regression of the type:40 

 

𝑆𝑦𝑛𝑐ℎ = 𝑎 + 𝑏 𝑇𝑟𝑎𝑛𝑠𝑝𝑎𝑟𝑒𝑛𝑐𝑦 + 𝑒                                                                                                    (B-1) 

 

would yield a coefficient �̂� that captures the joint effect of channels #1 and #2, with an expected 

sign that is negative (𝛼 > 0, 𝛾𝛿 > 0, and 𝛽 < 0): 

 

𝐸[�̂�] = (𝛼 + 𝛾𝛿)𝛽                                                                                                                                    (B-2) 

 

  

                                                 
38 Solid dots indicate observable variables and hollow dots indicate unobservable variables. Greek letters and signs 

indicate theoretically predicted causal effects. See Gow et al. (2016) for more discussion on the use of causal diagrams, 

and Pearl (1995) or Morgan and Winship (2015) for a formal discussion of using directed acyclic graphs. 
39 By focusing on these two channels, the discussion abstracts away from additional arguments predicting alternative 

links between transparency and synchronicity. For example, Jin and Myers (2006) link firm-level transparency to 

managers’ rent extraction and the consequences for the level of firm-specific risk reflected in stock prices, while 

Dasgupta et al. (2010) link transparency to future synchronicity.  
40 Note that although we model this relation in a linear way, as in a standard OLS regression framework, the model’s 

parameters could also represent more complex and nonlinear relations between the variables. 
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Figure B-1   Causal graph for the effect of public disclosure on synchronicity 

 

 

 
 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

We next take into account the measurement effect of illiquidity, which materializes as a negative 

relation between illiquidity and synchronicity (𝜑). With this additional effect, estimation of 

equation (B-1) now yields a coefficient 𝑏′̂ that captures the following effect: 

 

𝐸[𝑏′̂] = (𝛼 + 𝛾𝛿)𝛽 + 𝛾𝜑                                                                                                                       (B-3) 

 

The expected sign of this coefficient is unclear, because it combines channels #1 and #2 with the 

measurement effect of illiquidity. While the expected relation between transparency and 

synchronicity is negative ((𝛼 + 𝛾𝛿)𝛽 < 0), the negative measurement effect of illiquidity (𝜑) 

causes the second part of equation (B-3) to become positive (𝛾𝜑 > 0). This biases the (predicted 

negative) coefficient on transparency in equation (B-1) upward when the measurement effect of 

illiquidity is not controlled for. This could either lead to a failure to find a true negative relation, 

or to a conclusion that this relation is positive instead. Now consider the following equation that 

includes a variable for illiquidity, thereby conditioning the relation between transparency and 

synchronicity on illiquidity: 

  
𝑆𝑦𝑛𝑐ℎ = 𝑎 + 𝑐 𝑇𝑟𝑎𝑛𝑠𝑝𝑎𝑟𝑒𝑛𝑐𝑦 + 𝑑 𝐼𝑙𝑙𝑖𝑞𝑢𝑖𝑑𝑖𝑡𝑦 + 𝑒                                                                      (B-4) 

 

As stated before, this control can be any nonlinear function of 𝐼𝑙𝑙𝑖𝑞𝑢𝑖𝑑𝑖𝑡𝑦 (e.g., polynomials, or 

dummy variables). As Figure B-1 illustrates, estimation of equation (B-4) provides the following 

coefficients (link 𝛾 drops out after including the Illiquidity variable): 

 

𝐸[�̂�] = 𝛼𝛽                                                                                                                                                (B-5a) 

𝐸[�̂�] = δ𝛽 + 𝜑                                                                                                                                     (B-5b) 

 

Coefficient �̂� provides an estimate for the direct information channel (#1). Coefficient �̂� combines 

the measurement effect of illiquidity with the indirect information channel (#2), which means it 

cannot be interpreted in a meaningful way. Because the expected indirect information effect of 

illiquidity on synchronicity is positive (δ𝛽), while the measurement effect is negative (𝜑), the 

Relative amount of firm-specific vs. market-

wide information available to investors 
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expected sign of �̂� depends on the strength of the individual effects. The strong negative relation 

between illiquidity and synchronicity we find in our data suggests the measurement effect 

substantially outweighs the indirect information effect. Hence, we argue that researchers testing 

the relation between transparency and synchronicity should base their inferences on tests 

conditioned on illiquidity. Based on Figure B-1, we conclude that the coefficient on transparency 

measures the direct information effect (channel #1) and can be interpreted as a lower bound 

estimate of the information effect of transparency on synchronicity. In contrast, the coefficient on 

a variable of interest cannot be interpreted in a meaningful way without controlling for illiquidity. 

We conclude that unless the expected effect of transparency on synchronicity runs solely through 

indirect channel #2, regressions that control for illiquidity help to identify the effect. 

 

We can also apply this general framework to other settings, such as that of the relation between 

analyst coverage and synchronicity. If we replace Transparency in Figure B-1 by analyst coverage 

in Figure B-2 (Analysts), link 𝛼 becomes negative if analysts increase the relative amount of 

market-wide information, while link 𝛾 remains negative but the direction of causality becomes 

unclear as shown in the curved dashed line (analysts cover firms that are more liquid, while 

coverage can also lead to greater liquidity). Figure B-2 illustrates that in a model that controls for 

illiquidity, the coefficient on Analysts captures the predicted positive relation of interest (𝛼𝛽 > 0). 

In a model that does not control for illiquidity, the coefficient on Analysts is biased with respect to 

this relation.  

 

While we empirically find that the positive relation between Analysts and Synch disappears after 

we control for illiquidity, Figure B-2 suggests this null result is unlikely attributable to us over-

controlling for illiquidity. That is, controlling for illiquidity in a regression that links Analysts and 

Synch leads to a coefficient that captures channel 𝛼𝛽, which is precisely  the channel discussed in 

Piotroski and Roulstone (2004) and Chan and Hameed (2006). For the illiquidity control to 

incorrectly eliminate a true information-induced positive relation between Analysts and Synch, this 

positive relation would have to run solely through the indirect information effect of illiquidity with 

analyst coverage causing higher liquidity and this leading to more public firm-specific information 

being priced (δ being positive instead of negative). 

 

Figure B-2   Causal graph for the effect of analyst coverage on synchronicity 
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Figure 1   Relation between stock price synchronicity and zero return frequencies 

 

Panel A: Average country-level stock price synchronicity and zero return frequencies 

 
 

Panel B: Relation between firm-year stock price synchronicity and zero return frequencies 

 
 

Panel A presents the relation between country-level average 𝑅2 (estimated based on the market model in equation (6)) 

and country-level average zero return frequency for the 50 countries listed in Table 2. The horizontal axis displays the 

mean country-level zero daily return frequency, whereas the vertical axis displays the mean country-level 𝑅2. Panel 

B presents the average 𝑅2 for each bin of with 0.01 in [0.00,1.00) of zero return frequency in our global sample of 

377,598 firm-years with sufficient data (see Table 3). In Panel A (Panel B), the trendlines represent a fitted equation 

estimated including two (three) statistically significant (p-value<0.05) polynomial terms.  
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Figure 2   Linear versus nonlinear (dummy variable) controls for illiquidity in the relation 

between analyst coverage and stock price synchronicity  

 

 
 

This figure presents the coefficient estimates (dots) and associated 95 percent confidence intervals (vertical lines) for 

the ln(NREV) variable for the pooled regressions of the “World” sample in Table 5 using different approaches to 

controlling for illiquidity. NREV is defined as the number of revisions in analysts’ one-year ahead earnings forecast 

during the year, as identified in I/B/E/S. “Control” refers to the regression including ZeroReturn as a control variable. 

“No contr.” indicates the regression is estimated without such control variable. n={2,5,10,25,50,100,250} refers to the 

number of dummy variables included in the regression to control for illiquidity. For ZeroReturn, dummy variables are 

created based on membership in the n bins in the [0.00,1.00) interval of zero return frequency, where each bin has a 

width of 1.00/n. Tests are based on a sample of 377,598 firm-year observations. Confidence intervals are based on 

robust standard errors adjusted for heteroscedasticity and two-way clustering by firm and year.   
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TABLE 1 

Does firm-specific information manifest in lower R2?  

 

  VarEA  

/ Varpre-EA 

R2       % firms  

lower R2   EA Pre-EA Diff. t-stat.   

All firms 2.321 0.155 0.200 -0.046 -13.05 *** 56.6% 

Decile 1 (liquid) 2.803 0.171 0.265 -0.093 -7.74 *** 62.7% 

Decile 2 2.278 0.164 0.221 -0.056 -5.20 *** 56.4% 

Decile 3 2.257 0.164 0.233 -0.069 -6.57 *** 59.3% 

Decile 4 2.104 0.167 0.225 -0.058 -5.25 *** 59.3% 

Decile 5 2.286 0.184 0.217 -0.033 -2.97 *** 55.6% 

Decile 6 2.160 0.171 0.202 -0.032 -2.86 *** 54.3% 

Decile 7 2.120 0.162 0.205 -0.043 -3.81 *** 56.7% 

Decile 8 2.228 0.134 0.176 -0.043 -3.85 *** 57.2% 

Decile 9 2.159 0.137 0.155 -0.018 -1.60   51.4% 

Decile 10 (illiquid) 2.818 0.092 0.106 -0.014 -1.31   53.2% 

Decile 10 - decile 1 0.015 -0.080 -0.159 0.079     -9.4% 

t-stat. 0.10 -6.53*** -12.99*** 4.88***     -3.88*** 

 

This table presents differences in mean 𝑅2s between periods with and without significant firm-specific information 

events. The firm-specific information events are annual earnings announcements (EA), for which dates are from 

I/B/E/S for our international sample of firms (see Table 2) with at least ten annual earnings announcements (n=8,213) 

during 1990-2012. Column “VarEA / Varpre-EA” contains the mean ratio of return variance in earnings announcement 

weeks to return variance in pre-earnings announcement weeks as a measure of information content. The expected 

value of this ratio is 1 in the absence of new information in earnings announcement weeks. We estimate Adjusted 𝑅2 

based on the market model in equation (6) by firm separately for the time series of event (EA) weeks and non-event 

weeks, where a non-event week is the week immediately before each earnings announcement week. Because the 

number of weekly observations used in the 𝑅2 calculations varies by firm, we use Adjusted 𝑅2s in these tests, similar 

to Roll (1988). Illiquidity decile portfolios are formed by sorting firms based on their overall frequency of zero daily 

returns. The column with header “% firms lower 𝑅2” indicates the fraction of firms for which 𝑅2 is lower for the event 

week estimation compared to the non-event week estimation. t-statistics are based on robust standard errors adjusted 

for heteroscedasticity. ***, **, and * indicate statistical significance at the level of 0.01, 0.05, and 0.10, respectively. 
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TABLE 2 

Country-level descriptive statistics 

 
Panel A: Synchronicity and zero return frequency by country 

Country 

Sample  

start 

Firm- 

years 

Median  

# firms  

per year 

Mean  

R2 Mean ZR 

Rank corr.  

R2 and ZR 

Argentina 1995 1,119 64 0.2432 0.4283 -0.6953 

Australia 1990 21,505 1,549 0.1026 0.4320 -0.4963 

Austria 1990 1,963 89 0.1527 0.3791 -0.6130 

Belgium 1990 2,524 129 0.1798 0.2975 -0.5723 

Brazil 1991 4,141 256 0.1484 0.3840 -0.5941 

Canada 1990 49,031 2,998 0.0993 0.3027 -0.3920 

Chile 1992 2,603 151 0.1456 0.6097 -0.7013 

China 1994 15,361 1,572 0.3989 0.1033 -0.3343 

Colombia 1997 471 29 0.2189 0.5032 -0.7313 

Czech Republic 1996 432 31 0.1172 0.4927 -0.6018 

Denmark 1990 3,211 179 0.1549 0.3913 -0.6243 

Egypt 1998 626 51 0.2930 0.2101 -0.2389 

Finland 1990 2,243 126 0.2040 0.2927 -0.5991 

France 1990 12,784 677 0.1453 0.2820 -0.6402 

Germany 1990 12,472 670 0.1287 0.2746 -0.5977 

Greece 1995 3,355 243 0.2850 0.2060 -0.6163 

Hong Kong 1990 5,470 251 0.2289 0.3121 -0.6186 

Hungary 1996 381 23 0.2392 0.1850 -0.5884 

India 1990 18,325 1,436 0.2500 0.1277 -0.3825 

Indonesia 1991 5,779 309 0.1445 0.5887 -0.6044 

Ireland 1990 1,140 51 0.1435 0.4453 -0.5284 

Israel 1995 3,176 221 0.2413 0.2797 -0.5789 

Italy 1990 5,244 257 0.2526 0.1155 -0.4324 

Japan 1990 67,214 3,369 0.2327 0.2098 -0.4329 

Korea 1990 19,872 1,433 0.2163 0.1052 -0.2211 

Luxembourg 1996 274 18 0.1273 0.4348 -0.4679 

Malaysia 1990 14,897 915 0.2465 0.3501 -0.6195 

Mexico 1991 1,899 98 0.1911 0.4488 -0.7311 

Morocco 1999 655 69 0.1881 0.4139 -0.5745 

Netherlands 1990 3,570 160 0.1948 0.2389 -0.6436 

New Zealand 1990 1,709 103 0.1049 0.4681 -0.5131 

Norway 1990 2,904 162 0.1731 0.3772 -0.6334 

Pakistan 1995 3,364 226 0.1965 0.3536 -0.6229 

Peru 1997 874 64 0.1398 0.6653 -0.6446 

Philippines 1993 3,668 197 0.1473 0.5903 -0.5971 

Poland 1996 3,419 304 0.1974 0.2091 -0.4655 

Portugal 1994 1,030 53 0.1741 0.3481 -0.6710 

Russian Federation 1997 1,537 157 0.2015 0.4194 -0.5673 

Singapore 1990 8,466 564 0.2013 0.4575 -0.6459 

South Africa 1990 5,814 292 0.1266 0.4378 -0.5662 

Spain 1990 2,983 135 0.2343 0.2318 -0.6083 

Sri Lanka 1998 2,643 176 0.2313 0.5448 -0.6129 

Sweden 1990 5,224 291 0.1953 0.2336 -0.5162 

Switzerland 1990 3,887 229 0.1888 0.2708 -0.6378 

Taiwan 1992 15,912 1,269 0.2896 0.1497 -0.3325 

Thailand 1990 8,747 396 0.1986 0.3932 -0.6183 

Turkey 1995 3,178 202 0.3564 0.1793 -0.1884 

U.K. 1990 35,650 1,617 0.1445 0.4955 -0.5274 

US 1990 142,562 6,181 0.1552 0.1551 -0.5321 

Venezuela 1997 418 26 0.1246 0.7399 -0.5237 

Total 1990 535,726 25,875 0.1834 0.2594 -0.4893 
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TABLE 2 – CONT’D. 

 
Panel B: Synchronicity and zero return frequency by sample year and region 

  US   Canada   UK   Europecont   Japan   Asiaother   Australasia   Africa   Latin America 

  Mean   Mean   Mean   Mean   Mean   Mean   Mean   Mean   Mean 

Year R2 ZR   R2 ZR   R2 ZR   R2 ZR   R2 ZR   R2 ZR   R2 ZR   R2 ZR   R2 ZR 

1990 0.14 0.38   0.10 0.36   0.22 0.53   0.32 0.31   0.38 0.18   0.41 0.38   0.11 0.61   0.18 0.59   - - 

1991 0.14 0.37   0.12 0.37   0.20 0.57   0.25 0.32   0.29 0.23   0.29 0.44   0.12 0.55   0.15 0.63   0.27 0.18 

1992 0.10 0.31   0.08 0.36   0.25 0.58   0.21 0.35   0.42 0.27   0.28 0.38   0.12 0.53   0.18 0.66   0.25 0.38 

1993 0.08 0.27   0.06 0.31   0.11 0.57   0.18 0.30   0.29 0.22   0.24 0.34   0.11 0.44   0.14 0.63   0.17 0.58 

1994 0.10 0.27   0.10 0.31   0.17 0.56   0.21 0.33   0.24 0.28   0.29 0.32   0.14 0.43   0.15 0.61   0.30 0.43 

1995 0.08 0.26   0.07 0.31   0.11 0.62   0.15 0.34   0.27 0.28   0.30 0.35   0.10 0.46   0.13 0.64   0.32 0.37 

1996 0.10 0.24   0.06 0.25   0.10 0.58   0.13 0.32   0.20 0.27   0.23 0.29   0.12 0.40   0.11 0.49   0.18 0.39 

1997 0.10 0.20   0.09 0.22   0.10 0.53   0.17 0.26   0.18 0.30   0.31 0.28   0.17 0.38   0.16 0.36   0.24 0.45 

1998 0.17 0.16   0.10 0.30   0.16 0.49   0.23 0.26   0.22 0.29   0.30 0.32   0.11 0.42   0.18 0.31   0.24 0.52 

1999 0.07 0.16   0.05 0.31   0.09 0.49   0.13 0.29   0.12 0.23   0.25 0.29   0.07 0.38   0.12 0.34   0.20 0.51 

2000 0.11 0.15   0.06 0.26   0.10 0.46   0.16 0.25   0.11 0.23   0.22 0.31   0.08 0.33   0.15 0.37   0.14 0.55 

2001 0.14 0.10   0.07 0.32   0.18 0.49   0.20 0.27   0.19 0.22   0.27 0.31   0.09 0.36   0.13 0.43   0.15 0.60 

2002 0.19 0.07   0.08 0.33   0.16 0.52   0.20 0.31   0.21 0.21   0.24 0.29   0.08 0.42   0.08 0.47   0.14 0.61 

2003 0.16 0.06   0.06 0.29   0.14 0.51   0.18 0.30   0.16 0.19   0.23 0.27   0.07 0.46   0.11 0.48   0.12 0.57 

2004 0.17 0.05   0.07 0.25   0.10 0.49   0.14 0.26   0.22 0.15   0.21 0.26   0.06 0.42   0.09 0.44   0.13 0.54 

2005 0.14 0.05   0.07 0.23   0.12 0.47   0.13 0.23   0.13 0.13   0.21 0.24   0.08 0.41   0.14 0.38   0.12 0.54 

2006 0.15 0.04   0.11 0.20   0.15 0.45   0.20 0.20   0.29 0.13   0.20 0.24   0.09 0.39   0.20 0.32   0.15 0.50 

2007 0.23 0.04   0.12 0.20   0.16 0.44   0.20 0.19   0.22 0.14   0.21 0.18   0.11 0.35   0.16 0.29   0.15 0.40 

2008 0.28 0.04   0.17 0.36   0.16 0.46   0.27 0.24   0.35 0.16   0.37 0.22   0.15 0.44   0.18 0.33   0.20 0.42 

2009 0.28 0.04   0.12 0.41   0.13 0.46   0.18 0.28   0.17 0.22   0.25 0.23   0.10 0.49   0.17 0.40   0.13 0.46 

2010 0.29 0.04   0.11 0.36   0.14 0.45   0.18 0.26   0.25 0.23   0.22 0.22   0.11 0.46   0.14 0.39   0.15 0.44 

2011 0.36 0.03   0.17 0.33   0.22 0.41   0.27 0.27   0.40 0.22   0.29 0.23   0.14 0.46   0.20 0.41   0.20 0.45 

2012 0.21 0.04   0.12 0.40   0.13 0.42   0.14 0.30   0.23 0.21   0.21 0.24   0.09 0.52   0.14 0.40   0.12 0.49 

Total 0.16 0.16   0.10 0.30   0.14 0.50   0.19 0.27   0.23 0.21   0.25 0.25   0.10 0.43   0.15 0.42   0.17 0.49 

 

This table presents country-level descriptive statistics for our global sample of 535,726 firm-year observations for the period 1990-2012. For the analyses in 

subsequent tables we rely on a subset of 377,598 firm-years with available data on relevant control variables. Data for non-U.S. firms are obtained from 

COMPUSTAT Global Fundamentals Annual and Security Daily for accounting data and stock price data, respectively. Data for U.S. firms are obtained from CRSP 

and COMPUSTAT North America. For each country, we include only those companies that are domiciled and listed in that country. In Panel A, 𝑅2 is the 

explanatory power obtained from a firm-year specific market model regression using weekly returns, including contemporaneous and lagged market returns that 

are value-weighted market returns excluding the firm of interest (see equation (6)). Weekly returns are computed from Wednesday to Wednesday. ZR is the fraction 

of trading days for which a zero return is observed for a specific company-year. 
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TABLE 3 

Firm-year level descriptive statistics 

 
Panel A: Descriptive statistics for variables used in regressions  

Variable Mean St.dev. p5 Q1 Median Q3 p95 

R2 0.197 0.174 0.009 0.054 0.143 0.302 0.556 

Synch -1.950 1.505 -4.730 -2.873 -1.788 -0.839 0.226 

ZeroReturn 0.229 0.232 0.012 0.063 0.142 0.313 0.766 

ROE -0.003 0.367 -0.566 0.001 0.067 0.139 0.292 

VROE 0.242 0.628 0.010 0.031 0.069 0.171 0.951 

Leverage 0.212 0.189 0.000 0.036 0.179 0.339 0.572 

MTB 2.441 3.821 0.276 0.771 1.377 2.524 7.562 

SIZE (mln) 1,163 3,653 6 33 124 543 5,448 

DD 0.497 0.500 0 0 0 1 1 

Volume (mln) 244 777 0 2 17 103 1,278 

 

Panel B: Zero return frequencies and mean stock price synchronicity by levels of zero return frequency  

Interval No. obs. % of total ZeroReturn 1 2 R2 Synch 

[0.00, 0.10) 145,429 38.5% 0.048 1.073 0.087 0.278 -1.267 

[0.10, 0.20) 83,616 22.1% 0.144 0.889 0.153 0.210 -1.773 

[0.20, 0.30) 49,311 13.1% 0.245 0.736 0.180 0.146 -2.322 

[0.30, 0.40) 28,389 7.5% 0.345 0.645 0.190 0.125 -2.520 

[0.40, 0.50) 18,427 4.9% 0.446 0.567 0.198 0.110 -2.671 

[0.50, 0.60) 14,473 3.8% 0.548 0.493 0.201 0.093 -2.863 

[0.60, 0.70) 11,946 3.2% 0.649 0.396 0.197 0.075 -3.079 

[0.70, 0.80) 10,335 2.7% 0.748 0.306 0.170 0.062 -3.294 

[0.80, 0.90) 8,727 2.3% 0.848 0.205 0.135 0.051 -3.504 

[0.90, 1.00) 6,945 1.8% 0.947 0.081 0.056 0.043 -3.708 

Total 377,598 100.0% 0.229 0.828 0.138 0.197 -1.950 

 

Panel C: Means of control variables by levels of zero return frequency  

Interval ROE ln(VROE) Leverage ln(MTB) ln(SIZE) DD ln(Volume) 

[0.00, 0.10) 0.039 -2.639 0.217 0.558 17.49 0.546 17.75 

[0.10, 0.20) -0.008 -2.592 0.218 0.306 17.27 0.485 16.72 

[0.20, 0.30) -0.025 -2.519 0.216 0.232 16.02 0.471 15.92 

[0.30, 0.40) -0.039 -2.465 0.211 0.106 16.20 0.467 15.63 

[0.40, 0.50) -0.047 -2.423 0.202 0.047 16.74 0.479 15.40 

[0.50, 0.60) -0.052 -2.378 0.191 0.046 16.96 0.481 15.21 

[0.60, 0.70) -0.058 -2.342 0.188 0.026 17.02 0.470 14.80 

[0.70, 0.80) -0.062 -2.334 0.184 -0.019 16.95 0.443 14.26 

[0.80, 0.90) -0.069 -2.271 0.181 -0.105 16.80 0.382 13.54 

[0.90, 1.00) -0.046 -2.321 0.186 -0.156 16.76 0.280 12.27 

Total -0.003 -2.547 0.212 0.320 17.04 0.497 16.52 

 

𝑅2 is based on estimations of equation (6) using weekly returns. Synch is the logarithmic transformation of 𝑅2 (see 

equation (7)). ZeroReturn is the fraction of zero return days in a firm-year. ROE is return on equity, defined as the 

ratio of income before extraordinary items to common equity. VROE is the standard deviation of ROE over the past 

five (minimum three) years. Leverage is the ratio of long-term debt to total assets for the most recently completed 

fiscal year before the current calendar year. MTB is the market-to-book ratio, computed as the ratio of market 

capitalization in December of the previous calendar year to common equity for the most recent fiscal year. Size is 

market capitalization in December of the previous calendar year in US$. DD is an indicator set equal to 1 if the firm 

paid dividends during the most recent fiscal year, 0 otherwise. Volume is the sum of the number of shares traded during 

the year. All continuous variables are winsorized at the 1st and 99th percentiles.  
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TABLE 4 

Firm-year multiple regressions: relation between illiquidity and stock price synchronicity  

 
Panel A: Multiple regressions of stock price synchronicity on determinants 

Estimation: Pooled 50 country-level cross-sectional regressions 

Dependent variable: Synch Synch   <0** >0** 

ZeroReturn -1.920 -2.317   49 0 

  (-21.11)*** (-21.39)***       

ROE 0.058 0.038   0 8 

  (3.16)*** (1.59)       

ln(VROE) -0.023 -0.014   11 2 

  (-4.03)*** (-2.11)**       

Leverage 0.011 0.013   4 7 

  (0.30) (0.23)       

ln(MTB) -0.080 -0.065   22 1 

  (-4.75)*** (-5.21)***       

ln(SIZE) 0.176 0.142   0 36 

  (14.43)*** (12.99)***       

DD 0.031 0.034   0 8 

  (1.33) (2.46)**       

ln(Volume) 0.085 0.062   0 28 

  (21.45)*** (7.24)***       

Country-year fixed effects Yes No       

Year fixed effects No Yes       

Industry fixed effects Yes Yes       

n 377,596 377,598       

Adjusted R2 0.476         

Average adjusted R2   0.466       

 

Panel B: Correlations between different synchronicity measurements and illiquidity measures 

Return interval: Daily Weekly Weekly Weekly Weekly 

Leads/lags: - - 1 lag 2 lags/leads 4 lags 

  Synch Synch Synch Synch Synch 

Correlation with ZeroReturn: -0.592 -0.465 -0.458 -0.431 -0.429 

 

Panel C: Incremental explanatory power for different ways of controlling for zero return frequencies 

  Linear  

control 

LSDV with n dummies 

  n=2 n=5 n=10 n=25 n=50 n=100 n=250 

World sample 0.031 0.013 0.025 0.029 0.035 0.038 0.038 0.039 

World by-country 0.044 0.020 0.038 0.047 0.053 0.056 0.059 0.067 
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TABLE 4 – cont’d.  
 

See the notes to Table 3 for variable definitions. For the pooled regressions, t-statistics are based on robust standard 

errors adjusted for heteroskedasticity and two-way clustering by firm and year. For the country-level regressions, t-

statistics are based on the average and standard deviations of the 50 coefficient estimates. We only include country-

years with at least 10 observations. Industry fixed effects are based on two-digit SIC industry classifications. 

Regression intercepts are included but not tabulated. Panel B presents correlations with ZeroReturn when 

synchronicity is measured based on different market model estimations (the model with weekly returns and one lag 

of market returns is the one used throughout the paper). Panel C presents the increase in explanatory power (Adjusted 

R2) of the regressions in Panel A after including controls for zero return frequency in different ways, relative to the 

base regression excluding a control for zero return frequency. The numbers in the “linear control” column refer to the 

estimates from Panel A. n={2,5,10,25,50,100,250} refers to the number of dummy variables included in the regression 

to control for illiquidity. For ZeroReturn, dummy variables are created based on membership in the n bins in the 

[0.00,1.00) interval of zero return frequency, where each bin has a width of 1.00/n. The numbers in the column <0** 

(>0**) reflect the number of times a specific coefficient is negative (positive) and statistically significant at p<0.05 out 

of the 50 country-level regressions. ***, **, and * indicate statistical significance at the level of 0.01, 0.05, and 0.10, 

respectively. 
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TABLE 5  

Analyst coverage and stock price synchronicity: controlling for illiquidity 

 
Panel A: Descriptive statistics for analyst coverage variables by levels of zero return frequency 

  Zero return frequency interval 

  

[0.00,  

0.10) 

[0.10,  

0.20) 

[0.20,  

0.30) 

[0.30,  

0.40) 

[0.40,  

0.50) 

[0.50,  

0.60) 

[0.60,  

0.70) 

[0.70,  

0.80) 

[0.80,  

0.90) 

[0.90,  

1.00) 

ln(ANALYSTS) 1.383 0.877 0.697 0.492 0.387 0.354 0.311 0.266 0.183 0.080 

ln(NREV) 2.239 1.347 1.060 0.731 0.565 0.519 0.454 0.372 0.239 0.091 

 

Panel B: Pooled sample results after controlling for illiquidity 

Sample: World World World World World World 

Dependent variable: Synch Synch Synch Synch Synch Synch 

ln(ANALYSTS) 0.037 0.026 -0.002       

  (2.91)*** (2.22)** (-0.15)       

ln(NREV)       0.039 0.026 0.006 

        (5.52)*** (4.04)*** (1.00) 

Control for illiquidity:   

ZeroReturn [linear]   -1.917     -1.911   

    (-20.94)***     (-20.67)***   

Zero return bin dummies [non-linear] n=100     n=100 

Control variables and FEs Yes Yes Yes Yes Yes Yes 

n 377,598 377,598 377,598 377,598 377,598 377,598 

Adjusted R2 0.446 0.476 0.484 0.446 0.477 0.484 

 

Panel C: Results for country-by-country estimation after controlling for illiquidity 

Sample: 
World by- 

country 

World by- 

country 

World by- 

country 

World by- 

country 

World by- 

country 

World by- 

country 

Dependent variable: Synch Synch Synch Synch Synch Synch 

ln(ANALYSTS) 0.135 0.071 0.026       

  (4.44)*** (2.91)*** (0.87)       

ln(NREV)       0.088 0.045 0.013 

        (4.41)*** (2.89)*** (0.69) 

Control for illiquidity:   

ZeroReturn [linear]   -2.262     -2.250   

    (-20.78)***     (-20.50)***   

Zero return bin dummies [non-linear] n=100     n=100 

Control variables and FEs Yes Yes Yes Yes Yes Yes 

n 377,598 377,598 377,598 377,598 377,598 377,598 

Average Adjusted R2 0.428 0.469 0.483 0.429 0.469 0.483 

 

NREV equals the number of revisions in analysts’ one-year ahead earnings forecast during the year, as identified in 

I/B/E/S. ANALYSTS captures the average number of one-year ahead earnings forecasts outstanding during the year, 

also identified in I/B/E/S. ln(NREV) and ln(ANALYSTS) are the natural logarithm of one plus NREV and one plus 

ANALYSTS, respectively. All other variables are defined as in the notes to Table 3. In Panels B and C, we control for 

illiquidity by including (but not tabulating) 100 dummy variables that capture whether or not an observation falls into 

one of the 100 bins of zero return frequency of equal width: [0.00-1.00) with steps of 0.01. Control variables are the 

control variables included in Table 4. Fixed effects (FEs) are the country-year (or year) and industry indicator variables 

included in Table 4. Regression intercepts are included but not tabulated. For the pooled regressions, t-statistics are 

based on robust standard errors adjusted for heteroskedasticity and two-way clustering by firm and year. For the 

country-level regressions, t-statistics are based on the average and standard deviations of the 50 coefficient estimates. 

***, **, and * indicate statistical significance at the level of 0.01, 0.05, and 0.10, respectively.  
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TABLE 6  

Analyst coverage and synchronicity: U.S. results and alternative control for illiquidity 

 
Panel A: U.S. results before and after controlling for illiquidity using zero return frequency 

Sample: U.S. U.S. U.S. U.S. U.S. U.S. 

Dependent variable: Synch Synch Synch Synch Synch Synch 

ln(ANALYSTS) 0.045 0.031 0.017       

  (2.11)** (1.49) (0.78)       

ln(NREV)       0.073 0.062 0.036 

        (7.39)*** (6.40)*** (3.79)*** 

Control for illiquidity:   

ZeroReturn [linear]   -1.477     -1.412   

    (-6.44)***     (-6.31)***   

Zero return bin dummies [non-linear] n=100     n=100 

Control variables and FEs Yes Yes Yes Yes Yes Yes 

n 94,861 94,861 94,861 94,861 94,861 94,861 

Adjusted R2 0.428 0.433 0.451 0.430 0.434 0.451 

 

Panel B: U.S. results before and after controlling for illiquidity using Amihud measure 

Sample: U.S. U.S. U.S. U.S. U.S. U.S. 

Dependent variable: Synch Synch Synch Synch Synch Synch 

ln(ANALYSTS) 0.045 -0.002 -0.035       

  (2.11)** (-0.08) (-1.56)       

ln(NREV)       0.073 0.038 0.009 

        (7.39)*** (3.59)*** (0.81) 

Control for illiquidity:   

ln(Amihud) [linear]   -0.195     -0.186   

    (-11.37)***     (-10.55)***   

Amihud portfolio dummies [non-linear] n=100     n=100 

Control variables and FEs Yes Yes Yes Yes Yes Yes 

n 94,861 94,861 94,861 94,861 94,861 94,861 

Adjusted R2 0.428 0.439 0.448 0.430 0.439 0.447 

 

This table presents analyses similar to those in Table 5 for the sample of U.S. firm-year observations. The Panel A 

analyses control for ZeroReturn. The Panel B analyses replace ZeroReturn by the Amihud measure of illiquidity 

(Amihud). Amihud is defined as the median of daily estimates of (|ret |/prc*vol) within a firm-year based on the CRSP 

daily stock file, multiplied by 1,000,000. NREV equals the number of revisions in analysts’ one-year ahead earnings 

forecast during the year, as identified in I/B/E/S. ANALYSTS captures the average number of one-year ahead earnings 

forecasts outstanding during the year, also identified in I/B/E/S. All other variables are defined as in the notes to Table 

3. We control for illiquidity either by including by ZeroReturn (ln(Amihud)) as a control variable, or by including, but 

not tabulating, 100 dummy variables that capture whether or not an observation falls into one of the 100 bins 

(percentiles) of the ZeroReturn (Amihud) variable. For the Amihud measure, percentiles are defined based on the 

pooled sample of 94,861 observations. Control variables are the control variables included in Table 4. Fixed effects 

(FEs) are the country-year (or year) and industry indicator variables included in Table 4. Regression intercepts are 

included but not tabulated. t-statistics are based on robust standard errors adjusted for heteroskedasticity and two-way 

clustering by firm and year. ***, **, and * indicate statistical significance at the level of 0.01, 0.05, and 0.10, 

respectively. 
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TABLE 7 

Country-level transparency and synchronicity: controlling for illiquidity in a cross-country setting 

 

  

Country-

year 

average 

Country-

year 

average 

Country-

year 

average 

Country-

year 

average 

Country-

year 

average 

Country-

year 

average 

  Synch Synch Synch Synch Synch Synch 

Disclosure -0.201 -0.280 -0.280       

  (-1.63) (-3.91)*** (-4.02)***       

Factor1       -0.082 -0.271 -0.287 

        (-0.81) (-3.64)*** (-4.31)*** 

Control for illiquidity: 

ZeroReturn (Country-year average) [linear] -2.728     -2.559   

    (-8.26)***     (-7.48)***   

Zero return bin dummies [non-linear]   n=100     n=100 

n 983 983 983 870 870 870 

Adjusted R2 0.038 0.303 0.362 0.007 0.223 0.303 

 
This table presents analyses of the relation between country-level transparency measures and stock price synchronicity 

before and after controlling for illiquidity using the frequency of zero returns. All analyses are performed at the 

country-year level. Disclosure is the country-specific disclosure index used in Jin and Myers (2006) and reported in 

Bartram et al. (2012, Table 1-B). This variable is not available for Morocco, Pakistan, and Sri Lanka. Factor1 is the 

country-specific financial transparency factor from Bushman et al. (2004, Appendix B). This variable is not available 

for China, Czech Republic, Egypt, Hungary, Indonesia, Morocco, Portugal, Russian Federation, and Taiwan. 

Regression t-statistics are based on robust standard errors adjusted for heteroscedasticity and clustering by country. 

Regression intercepts are included but not tabulated. ***, **, and * indicate statistical significance at the level of 0.01, 

0.05, and 0.10, respectively. 

 

 

 

 

  

 


