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Abstract
In this paper we study the pricing and hedging of typical life insurance pay-
ment processes for a homogeneous insurance portfolio by means of the well-
known risk-minimization approach. We find the price and risk-minimizing
strategy in a financial market where we allow for investments in a risky asset
and a bank account, as well as a hedging instrument based on a longevity
index, representing the systematic mortality risk. Main features of this work
are that we allow for hedging of the risk inherent in the life insurance liabili-
ties by investing not only in the risky asset and the money market account,
but also in an instrument representing the systematic mortality risk. Thereby
we take into account and model the basis risk that arises due to the fact that
the insurance company cannot perfectly hedge its exposure by investing in a
hedging instrument that is based on the longevity index, not on the insur-
ance portfolio itself. The dependency between the index and the insurance
portfolio is described by means of an affine mean-reverting diffusion process
with stochastic drift.
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1 Introduction
Mortality and longevity is a primary source of risk for many insurance and pension
products. The traditional method of dealing with mortality risk is through suit-
able insurance or reinsurance contracts. However, reinsurers are often reluctant
to take on the aggregated bulk risk typical of these transactions, thus leading to
securitization as a new form of risk transfer and consequently to the creation of a
new life market, see, e.g., Blake et al. [10]. In this context pricing and modeling
of life insurance liabilities has been studied extensively in the literature, for an
overview on the valuation and securitization of mortality risk we refer to Cairns
et al. [12].
Mortality risk can essentially be split into systematic risk represented by the mor-
tality intensity, i.e. the risk that the mortality rate of an age cohort differs from
the one expected at inception, and idiosyncratic or unsystematic risk, i.e. the risk
that the mortality rate of the individual is different from that of its age cohort.
The first kind of risk may be hedged by investing in a longevity bond, see, e.g.,
Cairns et al. [12]. This bond pays out the conditional survival probability at ma-
turity as a function of the hazard rate or mortality intensity, which is given by a
so-called longevity or survivor index. Survivor indices, provided by various invest-
ment banks, consist of publicly available mortality data aggregated by population,
hence providing a good proxy for the systematic component of the mortality risk.
One of the important features of our approach is to allow for hedging of the risk
inherent in the life insurance liabilities by investing not only in the stock and
money market account, but also in the longevity bond, accounting for the system-
atic mortality risk.
Besides that we explicitly model the longevity basis risk that arises due to the fact,
that the hedging instrument is based on an index representing the whole popula-
tion, not on the insurance portfolio itself. Because of differences in socioeconomic
profiles (with respect to e.g., health, income or lifestyle), the mortality rates of the
population typically differ from those of the insurance portfolio. Hence the hedge
will be imperfect, leaving a residual amount of risk, know as basis risk. There exist
a number of empirical studies concerned with quantifying and modeling mortal-
ity basis risk, see, e.g., Cairns et al. [13], Coughlan et al. [14], Dowd et al. [19],
Jarner and Kryger [25], Li and Hardy [27] and Li and Lee [28]. Li and Lee [28]
are the first to study the mortality rate of closely related populations within a
global modeling context. They extend the well-known Lee-Carter model by intro-
ducing the concept of a global improvement process together with mean-reverting
idiosyncratic variations for each population. Cairns et al. [13], Dowd et al. [19]
and Jarner and Kryger [25] model the mortality rates of a small population that is
a subpopulation of a larger reference population, where the relationship between
the large and small population’s mortality rates is determined by a mean-reverting
stochastic spread. In this paper, similarly as in Biffis [9], we model the mortality
intensity of the insurance portfolio together with the intensity of the population
by means of a multivariate affine square-root diffusion. The dependency between
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the two populations is captured by the fact that the intensity of the insurance
portfolio is fluctuating around a stochastic drift, which is given by the mortality
intensity of the reference index. This model is intuitive in its interpretation, as
well as analytically tractable through its affine structure. Affine models have re-
cently become very popular in many areas of applied financial mathematics, such
as exotic option pricing, or interest rate and credit risk modeling. An overview
of the theory of affine processes can be found in Duffie et al. [21], as well as in
Filipović and Mayerhofer [22] for the case of affine diffusions.
When modeling life insurance liabilities we make use of the similarities between
mortality and credit risk and follow the intensity-based or hazard rate approach
of reduced-form modeling, see, e.g., Bielecki and Rutkowski [8]. Since it is impos-
sible to completely hedge the financial and mortality risk inherent in the liabilities
of the insurance company, even in this setting where we allow for investments in
a product representing the systematic mortality risk, the market is incomplete
and it is thus necessary to select one of the techniques for pricing and hedging in
incomplete markets. Here we make use of the popular risk-minimization method
first introduced by Föllmer and Sondermann [23]. The idea of this technique is
to allow for a wide class of admissible strategies that in general might not nec-
essarily be self-financing, and to find an optimal hedging strategy with “minimal
risk” within this class of strategies that perfectly replicates the given claim. For
a survey on risk-minimization and other quadratic hedging methods we refer to
Schweizer [33].
There exist a number of studies that focus on applications of the risk-minimization
approach in the context of mortality modeling or in related areas such as credit
risk, see, e.g., Barbarin [2], Biagini et al. [3, 4, 5, 6, 7], Møller et al. [15, 16, 29, 30]
and Riesner [32]. However, some authors such as Møller [29, 30] and Riesner [32]
assume independence between the financial market and the insurance model. Fur-
thermore, most authors consider very specific payoff structures. Here we work in
a more general setting, i.e. we allow for mutual dependence between the times
of death and the financial market, as well as for more general payoff structures
similarly as in Barbarin [2] and Biagini et al. [4, 5, 6]. Besides that, similarly as
in Biagini et al. [6, 7] and Dahl et al. [16], we allow for hedging of the insurance
liabilities by investing not only in the primary financial market, but also in an
instrument representing the systematic mortality risk. Dahl et al. [16] also model
the dependency between two death counting processes, the first one represent-
ing an insurance portfolio and the second one the whole population. They allow
for dependency between the mortality intensities via correlated diffusion terms.
Here we consider an affine mean-reverting diffusion model with stochastic drift
and model the portfolio mortality intensity as depending on the evolution of the
intensity of the population. This has the great advantage, of capturing the basis
risk between the insurance portfolio and the longevity index in a very natural way,
thereby offering an intuitive interpretation while remaining analytically tractable
due to the affine structure. Also in this way it is not necessary to artificially in-
troduce a second death counting process representing the population.
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Hence in this paper we extend earlier work on risk-minimization for insurance
products in several directions: we provide explicit computations of risk-minimizing
strategies for a portfolio of life insurance liabilities in a complex setting. Thereby
we explicitly take into account and model the basis risk between the insurance
portfolio and the longevity index and allow for investments in hedging instru-
ments representing the systematic mortality risk. Besides that we allow for a
general structure of the insurance products studied and we do not require certain
technical assumptions such as the independence of the financial market and the
insurance model.
The remainder of this paper is organized as follows: Section 2 introduces the
general setup, including the structure of the insurance portfolio and the financial
market. In Section 3 we compute the price and the risk-minimizing strategy of
the life insurance payment streams. We also provide specific applications in the
context of unit-linked life insurance contracts.

2 The model
Let T > 0 be a fixed finite time horizon and (Ω,G,P) a probability space equipped
with a filtration G = (Gt)t∈[0,T ] which contains all available information. We define
Gt = Ft ∨Ht, and put G = GT , where H = (Ht)t∈[0,T ] is generated by the death
counting processes of the insurance portfolio (see Subsection 2.1). The background
filtration F = (Ft)t∈[0,T ] contains all information available except the information
regarding the individual survival times. Here we define Ft = σ{(Ws,W

µ
s ,W

µ̄
s ) :

0 ≤ s ≤ t}, t ∈ [0, T ], where W , Wµ and W µ̄ are independent Brownian motions
driving the financial market and the mortality intensities (see Subsections 2.1
and 2.2). In the following we introduce the three components of the model: the
insurance portfolio, the financial market and the combined model.

2.1 Insurance portfolio and mortality intensities

We consider a portfolio of n lives all aged x at time 0, with death counting process

Nt =
n∑
i=1

1{τx,i≤t}, t ∈ [0, T ],

where τx,i : Ω → [0, T ] ∪ {∞}, and for convenience in the following we omit
the dependency on x. We assume that P(τ i = 0) = 0 and P(τ i > t) > 0 for
i = 1, . . . , n and t ∈ [0, T ]. Note that since the time horizon T is usually fixed as
the maturity of the life insurance liabilities, in order to ensure that P(τ i > T ) > 0
for i = 1, . . . , n (the remaining lifetimes are not necessarily bounded by T ), it is
necessary to allow τ i to take values larger than T , indicated here by the convention
that τ i can assume the value infinity. We define Ht = H1

t ∨ · · · ∨ Hn
t , with

Hi
t = σ{H i

s : 0 ≤ s ≤ t} and H i
t = 1{τ i≤t}. We assume that the times of death τ i
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are totally inaccessible G-stopping times, and an important role is then played by
the conditional distribution function of τ i, given by

F it = P(τ i ≤ t |Ft), i = 1, . . . , n,

and we assume F it < 1 for all t ∈ [0, T ]. Then the hazard process Γi of τ i under P

Γit = − ln(1− F it ) = − lnE[1{τ i>t} |Ft], (2.1)

is well-defined for every t ∈ [0, T ]. Since the insurance portfolio is homogenous in
the sense that all individuals belong to the same age cohort, we set Γi = Γ, where

Γt =
∫ t

0
µs ds, t ∈ [0, T ].

Similarly as in Biffis [9], we assume that the mortality intensity µ is given as the
solution of the following set of stochastic differential equations:

dµt = γ1(µ̄t − µt)dt+ σ1
√
µt dWµ

t , (2.2)
dµ̄t = γ2(m(t)− µ̄t)dt+ σ2

√
µ̄t dW µ̄

t , (2.3)

for t ∈ [0, T ] and µ0 = µ̄0 = 0, where γ1, γ2, σ1, σ2 > 0, and m : [0, T ] → R+
is a continuous deterministic function. The existence and uniqueness of a strong
solution (µ, µ̄) to the set of stochastic differential equations (2.2) - (2.3) is proved
in Appendix E of Biffis [9] by using Proposition 2.13 and 2.18 in Chapter 5 of
Karatzas and Shreve [26], as well as results of Deelstra and Delbaen [18]. The
process µ̄ represents the mortality intensity of the equivalent age cohort of the
population, and can be derived by means of publicly available data of the survivor
index

Sµ̄t = exp
(
−
∫ t

0
µ̄s ds

)
, t ∈ [0, T ]. (2.4)

According to Cairns et al. [12] survivor indices can be seen as basic building blocks
for many mortality-linked securities. The need for standardization in the life mar-
kets has led to the creation of various such indices by investment banks and many
market traded securities have payments linked to survivor indices. The dynamics
of µ̄ in (2.3) are given by a non-negative affine square root diffusion, mean-reverting
towards the deterministic drift m, which can be seen as best estimate for µ̄, such
as an available mortality table. Hence µ as defined in (2.2) is a non-negative affine
process, fluctuating around a stochastic drift given by the mortality intensity µ̄
of the respective age cohort of the population. Note that many empirical studies
have shown that the mortality of life insurance portfolios is often lower than that
of the equivalent age cohort of the population due to socioeconomic factors such
as lifestyle, income, etc. This characteristic feature can easily be incorporated in
our model e.g., by replacing the stochastic drift µ̄ by µ̄− ε and m by m− ε for a
constant ε > 0 in (2.2) - (2.3).
We also assume that for i 6= j, τ i, τ j are conditionally independent given FT , i.e.

E[1{τ i>t}1{τ j>s} |FT ] = E[1{τ i>t} |FT ]E[1{τ j>s} |FT ], 0 ≤ s, t ≤ T. (2.5)
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This assumption is well-known in the literature of credit risk modeling, see, e.g.,
Chapter 9 of Bielecki and Rutkowski [8]. All individuals within the insurance
portfolio are subject to idiosyncratic risk factors, as well as common risk factors,
given by the information represented by the background filtration F. Intuitively,
the assumption of conditional independence means that given all common risk
factors are known, the idiosyncratic risk factors become independent of each other.

2.2 The financial market

Since our focus is on modeling the basis risk between the insurance portfolio and
the longevity index, for simplicity we consider a rather simple model of a financial
market defined on (Ω,G,G,P) consisting of a bank account or numéraire B with
constant short rate r > 0, i.e.

Bt = exp{rt}, t ∈ [0, T ],

as well as two risky assets with asset prices S and P. We assume that S follows
the P-dynamics

dSt = St (rdt+ σ(t, St) dWt) , t ∈ [0, T ], (2.6)

with S0 = s and we assume that σ satisfies certain regularity conditions that ensure
the existence and uniqueness of a solution to (2.6). We denote by X = S/B the
discounted asset price, i.e. the dynamics of X are given by

dXt = d
(
St
Bt

)
= σ(t, St)Xt dWt, t ∈ [0, T ]. (2.7)

Following Cairns et al. [12] we assume that P is the price process of a longevity
bond with maturity T representing the systematic mortality risk, i.e. P is defined
as a zero-coupon bond that pays out the value of the survivor or longevity index
as defined in (2.4) at T . This means the discounted value process Y = P/B is
given by

Yt = E
[
Sµ̄T
BT

∣∣∣∣∣Gt
]

= E
[

exp(−
∫ T

0 µ̄s ds)
BT

∣∣∣∣∣Gt
]
, t ∈ [0, T ]. (2.8)

Thus the discounted asset prices X, Y are continuous (local) (P,F)-martingales,
i.e. the financial market is arbitrage-free, since the physical measure P belongs
to the set of equivalent local martingale measures. Note that the asset prices are
F-adapted, however the trading strategies are allowed to be G-adapted, i.e. in the
following sections we consider (discounted) hedging portfolios

Vt(ϕ) = ξXt Xt + ξYt Yt + ξ0
t , t ∈ [0, T ],

where ϕ = (ξX , ξY , ξ0) is a G-adapted process (see also Definition A.1 in Appendix
A). This implies that all agents invest according to information incorporating the
common risk factors such as the financial market and the mortality intensities, as
well as the individual times of death.
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2.3 The combined model

We consider the extended market G = F ∨H, such that the information available
in the market at time t ∈ [0, T ] is assumed to be Gt = Ft ∨ Ht. All filtrations
are assumed to satisfy the usual hypotheses of completeness and right-continuity.
We postulate that all F-local martingales are also G-local martingales, and in the
sequel we refer to this hypothesis as Hypothesis (H). This hypothesis is well-known
in the literature on enlargements of filtrations, for a discussion of this hypothesis
we refer to Blanchet-Scalliet and Jeanblanc [11] and Bielecki and Rutkowski [8,
Chapter 6]. In this setting we study life insurance liabilities in form of insurance
payment streams as introduced by Møller [30]. It is now widely acknowledged
(see, e.g. Barbarin [2], Biffis [9] and Møller [29]) that most payment streams of
practical relevance are covered by the three building blocks pure endowment-, term
insurance-, and annuity contracts. Following Barbarin [2], the pure endowment
contract consists of a payoff

Cpe (n−NT ) (2.9)

at T, where Cpe is a non-negative FT -measurable random variable such that
E[(Cpe)2] < ∞, i.e. the insurer pays the amount Cpe at the term T of the con-
tract to every policyholder of the portfolio who has survived until T . The term
insurance contract is defined as∫ T

0
Ctis dNs =

n∑
i=1

∫ T

0
Ctis dH i

s =
n∑
i=1

1{τ i≤T}C
ti
τ i , (2.10)

where Cti is assumed to be a non-negative F-predictable process such that

E
[

sup
t∈[0,T ]

(Ctit )2
]
<∞,

i.e. the amount Ctiτ i is payed at the time of death τ i to every policyholder i,
i = 1, . . . , n. The annuity contract consists of multiple payoffs the insurer has to
pay as long as the policyholders are alive. We model these payoffs through their
cumulative value Cat up to time t, where Ca is assumed to be a right-continuous,
non-negative increasing F-adapted process such that

E
[

sup
t∈[0,T ]

(Cat )2
]
<∞.

The cumulative payment up to time T is then given by∫ T

0
(n−Ns) dCas =

n∑
i=1

∫ T

0

(
1−H i

s

)
dCas . (2.11)

Similarly as in Møller [29] or Riesner [32] we also provide specific examples (see
Corollary 3.6, Corollary 3.8 and Corollary 3.10) where in the context of unit-linked
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life insurance products we set Cpe = f(ST ), Ctit = f(St) and Cat =
∫ t

0 f(Su) du
in (2.9) - (2.11) for a function f that satisfies sufficient regularity conditions.
Recall that (X,Y ) is a (P,F)-local martingale, i.e. the market given by (P,F)
is arbitrage-free, and Hypothesis (H) implies that the extended financial market
defined by G = F ∨H is also arbitrage-free. However, the market is not complete
since the times of death occur as a surprise to the market and hence represent a
kind of “orthogonal” risk. In particular any derivative relying on information of
the individual times of death such as the insurance liabilities introduced in (2.9) -
(2.11) cannot be perfectly hedged by investing in (X,Y ). Therefore in the following
section in order to find a price and hedging strategy for the insurance payment
processes, we make use of a well-known quadratic hedging method for pricing and
hedging in incomplete markets, the risk-minimization approach, a brief review of
which is given in Appendix A.

Remark 2.1. We would like to briefly comment on the fact that the insurance
payment streams introduced in (2.9) - (2.11) can actually also be interpreted as T -
claims, i.e. non-negative GT -measurable random variables, hence the risk-minimizing
strategies may equivalently be found by means of the original method by Föllmer
and Sondermann [23]. To this end note that the pure endowment contract consists
of a single payoff at time T, hence it is a European type contingent claim by defi-
nition. Furthermore, the discounted term insurance contract has the same payoff
as the discounted T -claim

H = B−1
T

n∑
i=1

1{τ i≤T}C
ti
τ iB

−1
τ i BT =

n∑
i=1

∫ T

0
Ctis B

−1
s dH i

s =
∫ T

0
Ctis B

−1
s dNs,

where the insurer’s liabilities Cti are deferred and accumulated using the riskless
asset B. By the same arguments the annuity contract can also be interpreted as
discounted T -claim. In Remark A.3 of Møller [30] it is shown how in this case
the approaches of Föllmer and Sondermann [23] and Møller [30] coincide in the
sense that they deliver equivalent risk-minimizing strategies. In particular the in-
vestment in the risky assets is equal in both settings. The portfolio value process
and investment in the riskless asset differ only in the sense that the portfolio value
in the payment stream setting is seen as after the insurance payments have been
settled, whereas the value process in the setting of Föllmer and Sondermann [23]
accounts for the insurance liabilities by accumulating them on the bank account as
deferred payments.

3 Risk-minimization for life insurance liabilities
In the setting of Section 2 we now compute the price and hedging strategy for
the life insurance liabilities by applying the results of Appendix A. We start with
some preliminary results.
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3.1 Preliminary results

For i = 1, . . . , n we consider the finite variation process

Lit = (1−H i
t)eΓt , t ∈ [0, T ],

then by Lemma 5.1.7 of Bielecki and Rutkowski [8] we have that Li is a local Gi-
martingale, where Gi := (Git)t∈[0,T ] and Git = Ft∨Hi

t, t ∈ [0, T ], i = 1, . . . , n. Since
the hazard process Γt, t ∈ [0, T ], of τ i exists and is continuous and increasing,
by Proposition 5.1.3 of Bielecki and Rutkowski [8] we have that the compensated
process M i given by

M i
t = H i

t − Γt∧τ i , t ∈ [0, T ], (3.1)

follows a local Gi-martingale, such that

M i
t = −

∫
]0,t]

e−Γs dLis, t ∈ [0, T ], (3.2)

and
Lit = 1−

∫
]0,t]

Lis− dM i
s, t ∈ [0, T ].

Furthermore, since

E[[M i]T ] = E[H i
T ] ≤ 1 <∞, i = 1, . . . , n,

e.g., by Protter [31, Corollary 4 after Theorem 27 in Chapter II] M i is a square
integrable martingale. From (3.1) we have that the F-hazard process Γ and the
(F,Gi)-martingale hazard process Λi of τ i coincide. By (2.5) (see, e.g., Lemma
9.1.1 of Bielecki and Rutkowski [8]) M i is also a G-martingale, i.e. Γ is also
the (F,G)-martingale hazard process of τ i. Note that it is easily seen that for
j 6= i, (2.5) implies that LiLj is a local G-martingale (see also Proposition 6.1 in
Chapter 3 of Barbarin [2]), hence Li and Lj are strongly orthogonal. Then by
(3.2) we have that M i and M j are also strongly orthogonal. Note that since M i

are G-martingales and

Mt :=
n∑
i=1

M i
t = Nt −

∫ t

0
(n−Ns−)µs ds, t ∈ [0, T ], (3.3)

is a G-martingale, the process (
∫ t

0(n−Ns−)µs ds)t∈[0,T ] is the G-compensator of N .
In the following by making use of the affine structure of (µ, µ̄) as introduced in (2.2)
and (2.3) we compute the dynamics of different processes related to (µ, µ̄), such as
the longevity bond introduced in (2.8), that will be needed for the computations
in Sections 3.2 - 3.4.

Lemma 3.1. For the longevity bond as introduced in (2.8) we have the dynamics:

Yt = Y0 +
∫ t

0
Yse
−rTβT (s)σ2

√
µ̄s dW µ̄

s , t ∈ [0, T ],

9



where βT is given by the following differential equation:

∂tβ
T (t) = 1 + γ2β

T (t)− 1
2σ

2
2(βT (t))2, βT (T ) = 0. (3.4)

Proof. We rewrite (µ, µ̄) as introduced in (2.2) and (2.3) as

d
(
µt
µ̄t

)
=
(

0
γ2m(t)

)
+
(
−γ1 γ1

0 −γ2

)(
µt
µ̄t

)
dt+

(
σ1
√
µt 0

0 σ2
√
µ̄t

)
d
(
Wµ
t

W µ̄
t

)

for t ∈ [0, T ], i.e. (µ, µ̄) is affine. By equation (B.1) in Appendix B we immediately
obtain

Ỹt := E
[
exp

(
−
∫ T

t
µ̄s ds

) ∣∣∣Ft
]

= exp(αT (t) + βT (t)µ̄t), t ∈ [0, T ],

where
∂tβ

T (t) = 1 + γ2β
T (t)− 1

2σ
2
2(βT (t))2, βT (T ) = 0,

and
∂tα

T (t) = −γ2m(t)βT (t), αT (T ) = 0.

Then by Itô’s formula we obtain

dỸt = Ỹt(∂tαT (t) + ∂tβ
T (t)µ̄t)dt+ Ỹtβ

T (t)dµ̄t + 1
2 Ỹt(β

T (t))2d〈µ̄〉t

= Ỹt(µ̄t dt+ βT (t)σ2
√
µ̄t dW µ̄

t ),

and by (2.8) we have that

dYt = Yte
−rTβT (t)σ2

√
µ̄t dW µ̄

t , t ∈ [0, T ],

hence the result follows.

The following lemma will be needed in the proofs of Corollary 3.6 and 3.10.

Lemma 3.2. Fix u ∈ [0, T ]. For

Zut := E[exp(−Γu) |Ft] = E
[
exp

(
−
∫ u

0
µs ds

) ∣∣∣Ft] , t ∈ [0, u],

we have the following dynamics:

Zut = Zu0 +
∫ t

0
Zus β

u
1 (s)σ1

√
µs dWµ

s +
∫ t

0
Zus β

u
2 (s)σ2

√
µ̄s dW µ̄

s , (3.5)

where βu1 and βu2 are given by the following differential equations:

∂tβ
u
1 (t) = 1 + γ1β

u
1 (t)− 1

2σ
2
1(βu1 (t))2, βu1 (u) = 0, (3.6)

∂tβ
u
2 (t) = −γ1β

u
1 (t) + γ2β

u
2 (t)− 1

2σ
2
2(βu2 (t))2, βu2 (u) = 0. (3.7)

10



Proof. Fix u ∈ [0, T ]. With the same arguments as in the proof of Lemma 3.1, by
equation (B.1) in Appendix B we have

Z̃ut := E
[
exp

(
−
∫ u

t
µs ds

) ∣∣∣Ft] = exp(αu(t) + βu1 (t)µt + βu2 (t)µ̄t) (3.8)

for t ∈ [0, u], where the functions αu, βu1 and βu2 are given by

∂tβ
u
1 (t) = 1 + γ1β

u
1 (t)− 1

2σ
2
1(βu1 (t))2, βu1 (u) = 0,

∂tβ
u
2 (t) = −γ1β

u
1 (t) + γ2β

u
2 (t)− 1

2σ
2
2(βu2 (t))2, βu2 (u) = 0,

∂tα
u(t) = −γ2m(t)βu2 (t), αu(u) = 0.

Then, again by an application of Itô’s formula, we obtain that

dZ̃ut = Z̃ut

[
(∂tαu(t) + ∂tβ

u
1 (t)µt + ∂tβ

u
2 (t)µ̄t) dt+ βu1 (t) dµt + βu2 (t) dµ̄t

+ 1
2(βu1 (t))2 d〈µ〉t + 1

2(βu2 (t))2 d〈µ̄〉t + βu1 (t)βu2 (t) d〈µ, µ̄〉t
]

= Z̃ut (µt dt+ βu1 (t)σ1
√
µt dWµ

t + βu2 (t)σ2
√
µ̄t dW µ̄

t )

for t ∈ [0, u], hence the result follows.

The following lemma will be needed in the proof of Corollary 3.8.

Lemma 3.3. Fix u ∈ [0, T ]. For

Zµ,ut := E
[
exp

(
−
∫ u

0
µs ds

)
µu
∣∣∣Ft] , t ∈ [0, u],

we have the following dynamics:

Zµ,ut = Zµ,u0 +
∫ t

0
Zus

(
β̂u1 (s) + βu1 (s)Ẑus

)
σ1
√
µs dWµ

s

+
∫ t

0
Zus

(
β̂u2 (s) + βu2 (s)Ẑus

)
σ2
√
µ̄s dW µ̄

s , (3.9)

where Ẑu is given by

Ẑut = α̂u(t) + β̂u1 (t)µt + β̂u2 (t)µ̄t, t ∈ [0, u], (3.10)

and α̂u, β̂u1 and β̂u2 are given by the following differential equations:

∂tβ̂
u
1 (t) = γ1β̂

u
1 (t)− σ2

1β
u
1 β̂

u
1 (t), β̂u1 (u) = 1, (3.11)

∂tβ̂
u
2 (t) = −γ1β̂

u
1 (t) + γ2β̂

u
2 (t)− σ2

2β
u
2 (t)β̂u2 (t), β̂u2 (u) = 0, (3.12)

∂tα̂
u(t) = −γ2m(t)β̂u2 (t), α̂u(u) = 0,

and βu1 , βu2 , and Zut are given in (3.5) - (3.7).
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Proof. Fix u ∈ [0, T ]. With equation (B.1) in Appendix B we immediately obtain

E
[
exp

(
−
∫ u

t
µs ds

)
µu
∣∣∣Ft] = Z̃ut Ẑ

u
t , t ∈ [0, u],

where Z̃ut is given in (3.8) and

Ẑut = α̂u(t) + β̂u1 (t)µt + β̂u2 (t)µ̄t, t ∈ [0, u],

with

∂tβ̂
u
1 (t) = γ1β̂

u
1 (t)− σ2

1β
u
1 β̂

u
1 (t), β̂u1 (u) = 1,

∂tβ̂
u
2 (t) = −γ1β̂

u
1 (t) + γ2β̂

u
2 (t)− σ2

2β
u
2 (t)β̂u2 (t), β̂u2 (u) = 0,

∂tα̂
u(t) = −γ2m(t)β̂u2 (t), α̂u(u) = 0.

Then, again by an application of Itô’s formula, we obtain

dẐut = [∂tα̂u(t) + ∂tβ̂
u
1 (t)µt + ∂tβ̂

u
2 (t)µ̄t] dt+ β̂u1 (t) dµt + β̂u2 (t) dµ̄t

= [−βu1 (t)β̂u1 (t)σ2
1µt − βu2 (t)β̂u2 (t)σ2

2µ̄t] dt
+ β̂u1 (t)σ1

√
µt dWµ

t + β̂u2 (t)σ2
√
µ̄t dW µ̄

t ,

and

d(Z̃ut Ẑut ) = Z̃ut dẐut + Ẑut dZ̃ut + 〈Z̃u, Ẑu〉t
= Z̃ut [µtẐut dt+ (β̂u1 (t) + βu1 (t)Ẑut )σ1

√
µt dWµ

t

+ (β̂u2 (t) + βu2 (t)Ẑut )σ2
√
µ̄t dW µ̄

t ]

for t ∈ [0, u], hence the result follows.

The following remark elaborates more in detail on the technical assumptions re-
garding the model choice for (µ, µ̄) in (2.2) - (2.3).

Remark 3.4. As stated in Biffis [9], from a technical point of view for the exis-
tence and uniqueness of a solution (µ, µ̄) of the set of stochastic differential equa-
tions (2.2) - (2.3) it is not necessarily required that the Brownian motions Wµ

and W µ̄ are independent. In fact from an intuitive point of view it is plausible to
actually allow for correlation between the two Brownian motions driving µ and µ̄.
However, we would like to remark that relaxing the independence assumption de-
stroys the affine structure of (µ, µ̄) (see, e.g., Dai and Singleton [17], Duffie et al.
[21] or Filipović and Mayerhofer [22]), hence in order to obtain analytical expres-
sions for the conditional expectations in Lemma 3.2 and 3.3 it is in fact necessary
to assume that Wµ and W µ̄ are independent. Also note that in (3.23), (3.29) and
(3.35) we will make use of the fact that the Brownian motions W driving the asset
price S as introduced in (2.6) and (Wµ,W µ̄) driving (µ, µ̄) are independent. Of
course it is possible to relax this independence, however then in order to evaluate
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the conditional expectations in (3.23), (3.29) and (3.35) it is necessary to define
(S, µ, µ̄) as a multi-dimensional affine diffusion (with respect to correlated Brow-
nian motions). This is only possible if the diffusion coefficients are constants for
all three processes, in which case µ and µ̄ are no longer non-negative and for the
volatility of the asset price we have σ(t, St) ≡ σ, t ∈ [0, T ], for a constant σ > 0.

In the following we calculate the prices and hedging strategies of insurance pay-
ment streams as introduced in (2.9) - (2.11) by means of the risk-minimization
approach (see Appendix A). We start with the pure endowment contract.

3.2 Pure endowment contract

For the pure endowment contract introduced in (2.9) we define the payment pro-
cess

Apet = (n−Nt)
Cpe

Bt
1{t=T}, t ∈ [0, T ], (3.13)

where Cpe is a non-negative FT -measurable random variable and E[(Cpe)2] <∞.

Proposition 3.5. In the setting of Section 2 the payment process Ape introduced
in (3.13) admits a risk-minimizing strategy ϕ = (ξ, ξ0) = (ξX , ξY , ξ0) given by

ξt = (ξXt , ξYt ) =
(

(n−Nt)eΓtψt
σ(t,Xt)Xt

,
(n−Nt)erT+Γtψµ̄t
YtβT (t)σ2

√
µ̄t

)
,

ξ0
t = V pe

t (ϕ)− ξXt Xt − ξYt Yt

for t ∈ [0, T ], with discounted value process

V pe
t (ϕ) = nUpe0 +

∫ t

0
ξXs dXs +

∫ t

0
ξYs dYs + Lpet −A

pe
t ,

where
Lpet =

∫ t

0
(n−Ns)eΓsψµs dWµ

s −
∫

]0,t]
Upes e

Γs dMs

for t ∈ [0, T ], where βT (t) and Mt are defined in (3.3) and (3.4) and Upe, ψ, ψµ,
and ψµ̄ are given by

Upet = E
[
e−ΓT

Cpe

BT

∣∣∣Ft] = Upe0 +
∫ t

0
ψs dWs +

∫ t

0
ψµs dWµ

s +
∫ t

0
ψµ̄s dW µ̄

s , (3.14)

where ψ, ψµ and ψµ̄ are F-predictable processes satisfying

E
[∫ T

0
(ψs)2 ds

]
, E

[∫ T

0
(ψµs )2 ds

]
, E

[∫ T

0
(ψµ̄s )2 ds

]
<∞.

The optimal cost and risk processes are given by

Cpet (ϕ) = nUpe0 + Lpet ,

Rpet (ϕ) = E[(LpeT − L
pe
t )2 |Gt],

for t ∈ [0, T ].

13



Proof. Let t ∈ [0, T ]. Then we have that

E[ApeT |Gt] =
n∑
i=1

E
[
1{τ i>T}

Cpe

BT

∣∣∣Gt] ,
and by Proposition 4.10 and 5.11 of Barbarin [2, Chapter 3], as well as Corollary
5.1.1 of Bielecki and Rutkowski [8] and (2.5) we have

Jpe,it := E
[
1{τ i>T}

Cpe

BT

∣∣∣Gt]
= Upe0 +

∫ t

0
Lis dUpes −

∫
]0,t]

Upes e
Γs dM i

s, (3.15)

where
Upet = E

[
e−ΓT

Cpe

BT

∣∣∣Ft] , t ∈ [0, T ],

is a square integrable martingale, since E[(Cpe)2] <∞. By the martingale repre-
sentation theorem for Brownian filtrations (see, e.g., Theorem 43 of Protter [31,
Chapter IV.3]) we have that

Upet = Upe0 +
∫ t

0
ψs dWs +

∫ t

0
ψµs dWµ

s +
∫ t

0
ψµ̄s dW µ̄

s , t ∈ [0, T ],

where ψ, ψµ and ψµ̄ are F-predictable processes satisfying

E
[∫ T

0
(ψs)2 ds

]
, E

[∫ T

0
(ψµs )2 ds

]
, E

[∫ T

0
(ψµ̄s )2 ds

]
<∞.

Hence by (2.7) and Lemma 3.1 for t ∈ [0, T ] we have that

E[ApeT |Gt] =
n∑
i=1

(
Upe0 +

∫ t

0
1{τ i≥s}e

Γsψs dWs +
∫ t

0
1{τ i≥s}e

Γsψµs dWµ
s

+
∫ t

0
1{τ i≥s}e

Γsψµ̄s dW µ̄
s −

∫
]0,t]

Upes e
Γs dM i

s

)
(3.16)

= nUpe0 +
∫ t

0
ξXs dXs +

∫ t

0
ξYs dYs + Lpet , (3.17)

where
ξXt = (n−Nt)eΓtψt

σ(t,Xt)Xt
,

ξYt = (n−Nt)erT+Γtψµ̄t
YtβT (t)σ2

√
µ̄t

,

and
Lpet =

∫ t

0
(n−Ns)eΓsψµs dWµ

s −
∫

]0,t]
Upes e

Γs dMs. (3.18)
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It remains to prove that (3.17) is indeed the GKW decomposition of E[ApeT |Gt],
i.e. that all integrals are square integrable and that(∫ t

0
ξ̃Xs dXs +

∫ t

0
ξ̃Ys dYs

)
· Lpet , t ∈ [0, T ],

is a (uniformly integrable) martingale for all G-predictable processes ξ̃X ∈ L2(X),
ξ̃Y ∈ L2(Y ). To this end note that since Jpe,i is a square integrable martingale,
we have that E[[Jpe,i]T ] <∞. Then from (3.15) we follow that

E[[Jpe,i]T ] = E
[∫ T

0
(Lis)2 d[Upe]s

]
+ E

[∫ T

0
(Upes eΓs)2 d[M i]s

]
<∞,

i = 1, . . . , n, since [Upe,M i]t ≡ 0, t ∈ [0, T ]. Hence by Lemma 2.1 of Schweizer
[33] we have that ∫ t

0
Lis dUpes , t ∈ [0, T ],

and ∫ t

0
(−Upes eΓs) dM i

s, t ∈ [0, T ],

are square integrable martingales. Again by the martingale representation theorem
we have that∫ t

0
Lis dUpes =

∫ t

0
ψ̃is dWs +

∫ t

0
ψ̃µ,is dWµ

s +
∫ t

0
ψ̃µ̄,is dW µ̄

s , t ∈ [0, T ], (3.19)

where ψ̃i, ψ̃µ,i and ψ̃µ̄,i are F-predictable processes satisfying

E
[∫ T

0
(ψ̃is)2 ds

]
, E

[∫ T

0
(ψ̃µ,is )2 ds

]
, E

[∫ T

0
(ψ̃µ̄,is )2 ds

]
<∞.

Hence by comparing (3.16) with (3.19) for i = 1, . . . , n and t ∈ [0, T ] we have that

ψ̃it = 1{τ i≥t}e
Γtψt, ψ̃µ,it = 1{τ i≥t}e

Γtψµt , ψ̃µ̄,it = 1{τ i≥t}e
Γtψµ̄t ,

since W , Wµ and W µ̄ are independent. Hence (ξX , ξY ) ∈ L2(X,Y ) and Lpe as
defined in (3.18) is a square integrable martingale as the sum of square integrable
martingales. It remains to prove that(∫ t

0
ξ̃Xs dXs +

∫ t

0
ξ̃Ys dYs

)
· Lpet , t ∈ [0, T ],

is a (uniformly integrable) martingale for all G-predictable processes ξ̃X ∈ L2(X),
ξ̃Y ∈ L2(Y ). However, this follows directly from the fact that for t ∈ [0, T ],
[W,M ]t = [W µ̄,M ]t ≡ 0 and [W,Wµ]t = [W µ̄,Wµ]t ≡ 0 and by using Proposition
4.50 of Jacod and Shiryaev [24, Chapter I].
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Note that the cost process is the sum of two orthogonal martingales, the first of
which is related to the fact that due to the structure of (µ, µ̄) as defined in (2.2)
- (2.3) the financial market given by the filtration F is not complete. The second
integral is related to the unpredictability of the times of death.
In the following (see Corollary 3.6, 3.8 and 3.10) we now consider special payoff
structures in the context of unit-linked life insurance products, where the life
insurance liabilities are given in terms of a non-negative Borel measurable function
f(St) of the asset price St, t ∈ [0, T ]. Then following Møller [29] for fixed u ∈ [0, T ]
the arbitrage-free price process

F u(t, St) = E [exp (−r (u− t)) f(Su)|Ft] , t ∈ [0, u], (3.20)

associated with the payoff f(Su) at time u can be be characterized by the partial
differential equation

− rF u(t, s) + F ut (t, s) + rsF us (t, s) + 1
2σ(t, s)2s2F uss(t, s) = 0, (3.21)

with boundary value F u(u, s) = f(s), where we denote by F ut (t, s), F us (t, s) and
F uss(t, s) the partial first and second order derivatives of F u with respect to t and
s.
The next corollary provides an application of Proposition 3.5 where we set

Cpe = f(ST )

in (2.9) and (3.13), where f : R+ → R+ is a Borel measurable function such that

E
[
f(ST )2

]
<∞,

i.e. we define the payment process

Ape,ft = (n−Nt)
f(St)
Bt

1{t=T}, t ∈ [0, T ]. (3.22)

Corollary 3.6. In the setting of Section 2 the payment process Ape,f introduced
in (3.22) admits a risk-minimizing strategy ϕ = (ξ, ξ0) = (ξX , ξY , ξ0) given by

ξXt = (n−Nt)eΓtZTt F
T
s (t, St),

ξYt = (n−Nt)eΓt+r(T−t)βT2 (t)F T (t, St)ZTt
YtβT (t) ,

ξ0
t = V pe,f

t (ϕ)− ξXt Xt − ξYt Yt

for t ∈ [0, T ], with discounted value process

V pe,f
t (ϕ) = nZT0 F

T (0, S0) +
∫ t

0
ξXs dXs +

∫ t

0
ξYs dYs + Lpe,ft −Ape,ft ,
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where

Lpe,ft =
∫ t

0
(n−Ns)eΓs−rsβT1 (s)σ1

√
µsF

T (s, Ss)ZTs dWµ
s

−
∫

]0,t]
eΓs−rsF T (s, Ss)ZTs dMs,

for t ∈ [0, T ], where βT (t), βT1 (t), βT2 (t), F T (t, St), F Ts (t, St), ZTt and Mt are
defined in (3.3) - (3.7), (3.20) and (3.21).

Proof. By the independence of the underlying driving processes, for Upe as defined
in (3.14) we have

Upet = E
[
e−ΓT

f(ST )
BT

∣∣∣Ft] = E[e−ΓT |Ft]E
[
f(ST )
BT

∣∣∣Ft] , (3.23)

for t ∈ [0, T ], and by (2.6) - (2.7), (3.20) - (3.21) and Itô’s formula the discounted
arbitrage-free price process FT (t,St)

Bt
, t ∈ [0, T ], follows the dynamics

d
(
F T (t, St)

Bt

)
= F Ts (t, St)σ(t, St)Xt dWt = F Ts (t, St) dXt, t ∈ [0, T ], (3.24)

and by integration by parts and (3.5) and (3.24) we obtain that

Upet = ZT0 F
T (0, S0) +

∫ t

0
σ(s,Xs)XsF

T
s (s, Ss)ZTs dWs

+
∫ t

0
βT1 (s)σ1

√
µs
F T (s, Ss)

Bs
ZTs dWµ

s +
∫ t

0
βT2 (s)σ2

√
µ̄s
F T (s, Ss)

Bs
ZTs dW µ̄

s

for t ∈ [0, T ], hence the result follows by using Proposition 3.5.

3.3 Term insurance contract

For the term insurance contract introduced in (2.10) we define the payment process

Atit =
∫ t

0

Ctis
Bs

dNs =
n∑
i=1

∫ t

0

Ctis
Bs

dH i
s =

n∑
i=1

1{τ i≤t}
Ctiτ i

Bτ i

, t ∈ [0, T ], (3.25)

where Cti is assumed to be a non-negative F-predictable process such that

E
[

sup
t∈[0,T ]

(Ctit )2
]
<∞.

Proposition 3.7. In the setting of Section 2 the payment process Ati introduced
in (3.25) admits a risk-minimizing strategy ϕ = (ξ, ξ0) = (ξX , ξY , ξ0) given by

ξt = (ξXt , ξYt ) =
(

(n−Nt)eΓtψt
σ(t,Xt)Xt

,
(n−Nt)eΓt+rTψµ̄t
YtβT (t)σ2

√
µ̄t

)
,

ξ0
t = V ti

t (ϕ)− ξXt Xt − ξYt Yt
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for t ∈ [0, T ], with discounted value process

V ti
t (ϕ) = nU ti0 +

∫ t

0
ξXs dXs +

∫ t

0
ξYs dYs + Ltit −Atit ,

where

Ltit =
∫ t

0
(n−Ns)eΓsψµs dWµ

s +
∫

]0,t]

(
Ctis
Bs
− E

[∫ T

s

Ctiu
Bu

eΓs−Γu dΓu
∣∣∣Fs

])
dMs,

for t ∈ [0, T ], where βT (t) and Mt are defined in (3.3) and (3.4) and where U ti,
ψ, ψµ and ψµ̄ are given by

U tit = E
[∫ T

0

Ctis
Bs

e−Γs dΓs
∣∣∣Ft

]
(3.26)

= U ti0 +
∫ t

0
ψs dWs +

∫ t

0
ψµs dWµ

s +
∫ t

0
ψµ̄s dW µ̄

s ,

where ψ, ψµ and ψµ̄ are F-predictable processes satisfying

E
[∫ T

0
(ψs)2 ds

]
, E

[∫ T

0
(ψµs )2 ds

]
, E

[∫ T

0
(ψµ̄s )2 ds

]
<∞.

The optimal cost and risk processes are given by

Ctit (ϕ) = nU ti0 + Ltit ,

Rtit (ϕ) = E[(LtiT − Ltit )2 |Gt],

for t ∈ [0, T ].

Proof. By Proposition 4.11 and 5.12 of Barbarin [2, Chapter 3], as well as Corollary
5.1.3 of Bielecki and Rutkowski [8] and (2.5) we have

E[AtiT |Gt] = nU ti0 +
∫ t

0
(n−Ns)eΓs dU tis

+
∫

]0,t]

(
Ctis
Bs
− E

[∫ T

s

Ctiu
Bu

eΓs−Γu dΓu
∣∣∣Fs

])
dMs,

where
U tit = E

[∫ T

0

Ctis
Bs

e−Γs dΓs
∣∣∣Ft

]
, t ∈ [0, T ],

is a square integrable martingale, since by Jensen’s inequality for any t ∈ [0, T ] we
have

E[(U tit )2] ≤ E

 sup
t∈[0,T ]

(Ctit )2
(∫ T

0
de−Γs

)2
 ≤ E

[
sup
t∈[0,T ]

(Ctit )2
]
,
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and E
[
supt∈[0,T ](Ctit )2

]
<∞. By the martingale representation theorem for Brow-

nian filtrations we have that

U tit = U ti0 +
∫ t

0
ψs dWs +

∫ t

0
ψµs dWµ

s +
∫ t

0
ψµ̄s dW µ̄

s , t ∈ [0, T ],

where ψ, ψµ and ψµ̄ are F-predictable processes satisfying

E
[∫ T

0
(ψs)2 ds

]
, E

[∫ T

0
(ψµs )2 ds

]
, E

[∫ T

0
(ψµ̄s )2 ds

]
<∞.

Hence by (2.7) and Lemma 3.1 we have that

E
[
AtiT

∣∣∣Gt] = nU ti0 +
∫ t

0
ξXs dXs +

∫ t

0
ξYs dYs + Ltit , (3.27)

where
ξXt = (n−Nt)eΓtψXt

σ(t,Xt)Xt
,

ξYt = (n−Nt)eΓt+rTψµ̄t
YtβT (t)σ2

√
µ̄t

,

and

Ltit =
∫ t

0
(n−Ns)eΓsψµs dWµ

s

+
∫

]0,t]

(
Ctis
Bs
− E

[∫ T

s

Ctiu
Bu

eΓs−Γu dΓu
∣∣∣Fs

])
dMs.

By the same arguments as in the proof of Proposition 3.5 we obtain that all
integrals in (3.27) are square integrable and strongly orthogonal, hence (3.27) is
indeed the GKW decomposition of E[AtiT |Gt].

Note that Corollary 5.1.3 of Bielecki and Rutkowski [8] requires Cti to be bounded.
However, it can be easily seen that this result also holds if E[supt∈[0,T ](Ctit )2] <∞
and we may therefore apply it in our setting.
The next corollary provides an application of Proposition 3.7 where we set

Ctit = f(St), t ∈ [0, T ],

in (2.10) and (3.25), where f : R+ → R+ is a Borel measurable function such that

E
[

sup
t∈[0,T ]

f(St)2
]
<∞,

i.e. we define the payment process

Ati,ft =
∫ t

0

f(Ss)
Bs

dNs =
n∑
i=1

1{τ i≤t}
f(Sτ i)
Bτ i

, t ∈ [0, T ]. (3.28)
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Corollary 3.8. In the setting of Section 2 the payment process Ati,f introduced
in (3.28) admits a risk-minimizing strategy ϕ = (ξ, ξ0) = (ξX , ξY , ξ0) given by

ξXt = (n−Nt)eΓt

∫ T

t
F us (t, St)Zµ,ut du

ξYt = (n−Nt)eΓt+r(T−t)Y −1
t (βT (t))−1

∫ T

t
F u(t, St)Zut (β̂u2 (t) + βu2 (t)Ẑut ) du,

ξ0
t = V ti

t (ϕ)− ξXt Xt − ξYt Yt

for t ∈ [0, T ], with discounted value process

V ti,f
t (ϕ) = n

∫ T

0
Zµ,u0 F u(0, S0) du+

∫ t

0
ξXs dXs +

∫ t

0
ξYs dYs + Lti,ft −Ati,ft ,

where

Lti,ft =
∫ t

0
(n−Ns)eΓs

∫ T

s

F u(s, Ss)
Bs

Zus (β̂u1 (s) + βu1 (s)Ẑus )σ1
√
µs dudWµ

s

+
∫

]0,t]

(
f(Ss)
Bs

− E
[∫ T

s

f(Su)
Bu

eΓs−Γu dΓu |Fs

])
dMs

for t ∈ [0, T ], where βT (t), βu1 (t), βu2 (t), β̂u1 (t), β̂u2 (t), F u(t, St), F us (t, St), Zut ,
Zµ,ut , Ẑut and Mt are defined in (3.3) - (3.7), (3.9) - (3.12), (3.20) and (3.21).

Proof. For U ti as defined in (3.26) we have

U tit = E
[∫ T

0

f(Su)
Bu

e−Γuµu du
∣∣∣Ft

]

=
∫ T

0
E
[
f(Su)
Bu

∣∣∣Ft]E [e−Γuµu
∣∣∣Ft] du, t ∈ [0, T ], (3.29)

where we have used Fubini’s theorem and the independence of the underlying
driving processes. By the same arguments as in the proof of Corollary 3.6 we have
that

E
[
f(Su)
Bu

∣∣∣Ft] = F u(0, S0) +
∫ t

0
F us (s, Ss)σ(s,Xs)Xs1{s≤u} dWs (3.30)

for 0 ≤ t, u ≤ T, where F u(u, Su) = f(Su). Furthermore, by (3.9) we have

Zµ,ut = E
[
e−Γuµu

∣∣∣Ft] = Zµ,u0 +
∫ t

0
Zus

(
β̂u1 (s) + βu1 (s)Ẑus

)
σ1
√
µs1{s≤u} dWµ

s

+
∫ t

0
Zus

(
β̂u2 (s) + βu2 (s)Ẑus

)
σ2
√
µ̄s1{s≤u} dW µ̄

s , 0 ≤ t, u ≤ T,

where βu1 , βu2 , β̂u1 , β̂u2 , Zu and Ẑu are given in (3.5) - (3.7) and (3.10) - (3.12).
Then since all integrands are continuous (see Theorem 15 in Chapter IV of Protter
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[31]), once again by Itô’s formula and by the stochastic Fubini theorem (see, e.g.,
Theorem 65 in Chapter IV of Protter [31]) we obtain

U tit =
∫ T

0
Zµ,u0 F u(0, S0) du+

∫ t

0

∫ T

s
F us (s, Ss)Zµ,us σ(s,Xs)Xs dudWs

+
∫ t

0

∫ T

s

F u(s, Ss)
Bs

Zus (β̂u1 (s) + βu1 (s)Ẑus )σ1
√
µs dudWµ

s

+
∫ t

0

∫ T

s

F u(s, Ss)
Bs

Zus (β̂u2 (s) + βu2 (s)Ẑus )σ2
√
µ̄s dudW µ̄

s

for t ∈ [0, T ], hence the result follows by using Proposition 3.7.

3.4 Annuity contract

For the annuity contract introduced in (2.11) we define the payment process

Aat =
∫ t

0
(n−Ns)

1
Bs

dCas =
n∑
i=1

∫ t

0
1{τ i>s}

1
Bs

dCas , t ∈ [0, T ], (3.31)

where Ca is assumed to be a right-continuous, non-negative increasing F-adapted
process such that

E
[

sup
t∈[0,T ]

(Cat )2
]
<∞.

Proposition 3.9. In the setting of Section 2 the payment process Aa introduced
in (3.31) admits a risk-minimizing strategy ϕ = (ξ, ξ0) = (ξX , ξY , ξ0) given by

ξt = (ξXt , ξYt ) =
(

(n−Nt)eΓtψt
σ(t,Xt)Xt

,
(n−Nt)eΓt+rTψµ̄t
YtβT (t)σ2

√
µ̄t

)
,

ξ0
t = V a

t (ϕ)− ξXt Xt − ξYt Yt

for t ∈ [0, T ], with discounted value process

V a
t (ϕ) = nUa0 +

∫ t

0
ξXs dXs +

∫ t

0
ξYs dYs + Lat −Aat ,

where

Lat =
∫ t

0
(n−Ns)eΓsψµs dWµ

s −
∫

]0,t]
E
[∫ T

s

eΓs−Γu

Bu
dCau

∣∣∣Fs
]

dMs,

for t ∈ [0, T ], where βT (t) and Mt are defined in (3.3) and (3.4) and Ua, ψ, ψµ
and ψµ̄ are given by

Uat = E
[∫ T

0

e−Γs

Bs
dCas

∣∣∣Ft
]

= Ua0 +
∫ t

0
ψs dWs+

∫ t

0
ψµs dWµ

s +
∫ t

0
ψµ̄s dW µ̄

s , (3.32)
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where ψ, ψµ and ψµ̄ are F-predictable processes satisfying

E
[∫ T

0
(ψs)2 ds

]
, E

[∫ T

0
(ψµs )2 ds

]
, E

[∫ T

0
(ψµ̄s )2 ds

]
<∞.

The optimal cost and risk processes are given by

Cat (ϕ) = nUa0 + Lat ,

Rat (ϕ) = E[(LaT − Lat )2 |Gt], (3.33)

for t ∈ [0, T ].

Proof. By Proposition 4.12 and 5.13 of Barbarin [2, Chapter 3], as well as Propo-
sition 5.1.2 of Bielecki and Rutkowski [8] and (2.5) we have

E[AaT |Gt] = nUa0 +
∫ t

0
(n−Ns)eΓs dUas

−
∫

]0,t]
E
[∫ T

s

eΓs−Γu

Bu
dCau

∣∣∣Fs
]

dMs,

where

Uat = E
[∫ T

0

e−Γs

Bs
dCas

∣∣∣Ft
]

= Ua0 +
∫ t

0
ψs dWs +

∫ t

0
ψµs dWµ

s +
∫ t

0
ψµ̄s dW µ̄

s ,

t ∈ [0, T ], is a square integrable martingale, since E
[
supt∈[0,T ](Cat )2

]
< ∞ and

where ψ, ψµ and ψµ̄ are F-predictable processes satisfying

E
[∫ T

0
(ψs)2 ds

]
, E

[∫ T

0
(ψµs )2 ds

]
, E

[∫ T

0
(ψµ̄s )2 ds

]
<∞.

The result follows by the same arguments as in the proofs of Proposition 3.5 and
3.7.

Note that Proposition 5.1.2 of Bielecki and Rutkowski [8] requires Ca to be
bounded. However, it can be easily seen that this result also holds if

E
[

sup
t∈[0,T ]

(Cat )2
]
<∞.

The next corollary provides an application of Proposition 3.9 where we set

Cat =
∫ t

0
f(Ss) ds, t ∈ [0, T ],

in (2.11) and (3.31), where f : R+ → R+ is a Borel measurable function such that

E
[

sup
t∈[0,T ]

f(St)2
]
<∞,
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i.e. we define the payment process

Aa,ft =
∫ t

0
(n−Ns)

f(Ss)
Bs

ds =
n∑
i=1

∫ t

0
1{τ i>s}

f(Ss)
Bs

ds, t ∈ [0, T ]. (3.34)

Corollary 3.10. In the setting of Section 2 the payment process Aa,f introduced
in (3.34) admits a risk-minimizing strategy ϕ = (ξ, ξ0) = (ξX , ξY , ξ0) given by

ξXt = (n−Nt)eΓt

∫ T

t
F us (t, St)Zut du

ξYt = (n−Nt)eΓt+r(T−t)Y −1
t (βT (t))−1

∫ T

t
βu2 (t)F u(t, St)Zut du,

ξ0
t = V a

t (ϕ)− ξXt Xt − ξYt Yt

for t ∈ [0, T ], with discounted value process

V a,f
t (ϕ) = n

∫ T

0
Zu0F

u(0, S0) du+
∫ t

0
ξXs dXs +

∫ t

0
ξYs dYs + La,ft −A

a,f
t ,

where

La,ft =
∫ t

0
(n−Ns)eΓs

∫ T

s
βu1 (s)σ1

√
µs
F u(s, Ss)

Bs
Zus dudWµ

s

−
∫

]0,t]
E
[∫ T

s

eΓs−Γu

Bu
dCau

∣∣∣Fs
]

dMs,

for t ∈ [0, T ], where βT (t), βu1 (t), βu2 (t), F u(t, St), F us (t, St), Zut and Mt are
defined in (3.3) - (3.7), (3.20) and (3.21).

Proof. For Ua as defined in (3.32) we have

Uat = E
[∫ T

0
e−Γu

f(Su)
Bu

du
∣∣∣Ft

]

=
∫ T

0
E
[
f(Su)
Bu

∣∣∣Ft]E [e−Γu

∣∣∣Ft] du, t ∈ [0, T ] (3.35)

where we have used Fubini’s theorem and the independence of the underlying
driving processes. By (3.5) we have

Zut := E
[
e−Γu

∣∣∣Ft] = Zu0 +
∫ t

0
Zus β

u
1 (s)σ1

√
µs1{s≤u} dWµ

s

+
∫ t

0
Zus β

u
2 (s)σ2

√
µ̄s1{s≤u} dW µ̄

s (3.36)
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for 0 ≤ t, u ≤ T, where β1(t) and β2(t) are given in (3.6) - (3.7), and by the same
arguments as in the proof of Corollary 3.8 we have that

Uat =
∫ T

0
Zu0F

u(0, S0) du+
∫ t

0

∫ T

s
σ(s,Xs)XsF

u
s (s, Ss)Zus dudWs

+
∫ t

0

∫ T

s
βu1 (s)σ1

√
µs
F u(s, Ss)

Bs
Zus dudWµ

s

+
∫ t

0

∫ T

s
βu2 (s)σ2

√
µ̄s
F u(s, Ss)

Bs
Zus dudW µ̄

s , t ∈ [0, T ],

where we used (3.30), (3.36), Itô’s formula and the stochastic Fubini theorem.
Then the result follows by using Proposition 3.9.

We conclude this section with a remark regarding the hedging error of the risk-
minimizing strategies as computed in Propositions 3.5, 3.7 and 3.9. Following
Barbarin [2], Møller [29] and Riesner [32] we take the initial intrinsic risk R0(ϕ) as
a measure of the total risk associated with the non-hedgeable part of the insurance
claims. In the case of the annuity contract, for Ra0(ϕ) as defined in (3.33) we have

Ra0(ϕ) = E[(LaT − La0)2] = E

(∫ T

0
(n−Ns)eΓsψµs dWµ

s

)2
+ E

(∫ T

0
ζs dMs

)2


− 2E
[(∫ T

0
(n−Ns)eΓsψµs dWµ

s

)(∫ T

0
ζs dMs

)]
,

where ζt = E[
∫ T
t

eΓt−eΓu

Bu
dCau |Ft], t ∈ [0, T ], and since Wµ and M are strongly

orthogonal, the square integrable martingales(∫ t

0
(n−Ns)eΓsψµs dWµ

s

)
,

(∫ t

0
ζs dMs

)
, t ∈ [0, T ]

are strongly orthogonal, and e.g., by Proposition 4.50 in Chapter I of Jacod and
Shiryaev [24], we have that

E
[(∫ T

0
(n−Ns)eΓsψµs dWµ

s

)(∫ T

0
ζs dMs

)]
= 0.

Furthermore

E

(∫ T

0
(n−Ns)eΓsψµs dWµ

s

)2
 =

n∑
i=1

E

(∫ T

0
1{τ i>s}e

Γsψµs dWµ
s

)2


+
∑
i 6=j

E
[(∫ T

0
1{τ i>s}e

Γsψµs dWµ
s

)(∫ T

0
1{τ j>s}e

Γsψµs dWµ
s

)]
,
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and by (2.1), (2.5) and Fubini’s theorem we have that

n∑
i=1

E

(∫ T

0
1{τ i>s}e

Γsψµs dWµ
s

)2
 =

n∑
i=1

E
[∫ T

0
1{τ i>s}e

2Γs(ψµs )2 ds
]

=
n∑
i=1

∫ T

0
E
[
E[1{τ i>s} |Fs]e2Γs(ψµs )2

]
ds = nE

[∫ T

0
eΓs(ψµs )2 ds

]
,

as well as
∑
i 6=j

E
[(∫ T

0
1{τ i>s}e

Γsψµs dWµ
s

)(∫ T

0
1{τ j>s}e

Γsψµs dWµ
s

)]

=
∑
i 6=j

E
[∫ T

0
1{τ i>s}1{τ j>s}e

2Γs(ψµs )2 ds
]

=
∑
i 6=j

∫ T

0
E
[
E[1{τ i>s}1{τ j>s} |Fs]e2Γs(ψµs )2

]
ds = (n2 − n)E

[∫ T

0
(ψµs )2 ds

]
.

Hence

E

(∫ T

0
(n−Ns)eΓsψµs dWµ

s

)2
 = nE

[∫ T

0
eΓs(ψµs )2 ds

]
+ (n2 − n)E

[∫ T

0
(ψµs )2 ds

]
.

Besides that

E

(∫ T

0
ζs dMs

)2
 =

n∑
i=1

E

(∫ T

0
ζs dM i

s

)2
+
∑
i 6=j

E
[(∫ T

0
ζs dM i

s

)(∫ T

0
ζs dM j

s

)]
,

and since M i and M j are strongly orthogonal for i 6= j, by Proposition 4.15 in
Chapter I of Jacod and Shiryaev [24] it follows that

∑
i 6=j

E
[(∫ T

0
ζs dM i

s

)(∫ T

0
ζs dM j

s

)]
= 0,

hence

E

(∫ T

0
ζs dMs

)2
 =

n∑
i=1

E
[∫ T

0
ζ2
s d〈M i〉s

]
=

n∑
i=1

∫ T

0
E
[
ζ2
s1{τ i>s}µs

]
ds

= nE
[∫ T

0
ζ2
s e
−Γsµs ds

]
.

Putting the results together we obtain that

Ra0(ϕ) = nE
[∫ T

0
eΓs(ψµs )2 ds

]
+ (n2 − n)E

[∫ T

0
(ψµs )2 ds

]
+ nE

[∫ T

0
ζ2
s e
−Γsµs ds

]
,
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hence

lim
n→∞

√
Ra0(ϕ)
n

=

√√√√E
[∫ T

0
(ψµs )2 ds

]
. (3.37)

The analogous results hold for the pure endowment and term insurance contract.
Therefore, in contrast to the setting in Møller [29], with increasing portfolio size
the hedging error cannot be fully eliminated. As noted already in Barbarin [2]
the non-diversifiable term in (3.37) is related to the incompleteness of the market
given by the filtration F.

Appendices
A Risk-minimization for payment processes
The (local) risk-minimization method is a quadratic hedging approach that was
first introduced by Föllmer and Sondermann [23] in the case of European type
contingent claims and later extended to the case of payment processes by Møller
[30] and later Schweizer [34] and Barbarin [2, Chapter 4]. In this section of the ap-
pendix for the readers convenience we briefly review all aspects of the theoretical
background that are relevant for our purposes. Note that this borrows extensively
from Møller [30] and Schweizer [33].
For a finite time horizon T > 0 consider a financial market defined on a filtered
probability space (Ω,F,F,P), where F = (Ft)t∈[0,T ] fulfills the usual conditions,
consisting of one risk-free asset or numéraire B = (Bt)t∈[0,T ], as well as d risky
assets Si = (Sit)t∈[0,T ], i = 1, . . . , d. We denote by X = (X1, . . . , Xd) the di-
scounted asset prices, where Xi = Si/B, i = 1, . . . , d, and we assume that X
is a local P-martingale. In particular we assume that the market is arbitrage-
free and we are working under a risk-neutral measure, i.e., the measure P itself
belongs to the set of equivalent local martingale measures. In this setting we
would like to find a hedging strategy for an F-adapted, square integrable pay-
ment process A = (At)t∈[0,T ], representing cumulative discounted payments up to
time t, t ∈ [0, T ]. Since the market is not necessarily complete, it is in general
not possible to find a self-financing hedging strategy that perfectly replicates the
payment process A. In this context the idea of risk-minimization is to relax the
self-financing assumption, allowing for a wider class of admissible strategies, and
to find an optimal hedging strategy with “minimal risk” within this class of strate-
gies that perfectly replicates A. In the following we now explain how to find the
risk-minimizing strategy and explain in what sense this strategy is optimal. We
begin with some definitions.

Definition A.1. An L2-strategy is a pair ϕ = (ξ, ξ0), such that ξ is a d-dimensional
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process belonging to L2(X), with

L2(X) :=

ξ
∣∣∣∣∣ ξ F-predictable,

(
E
[∫ T

0
ξ′s d[X,X]s ξs

])1/2

<∞

 ,
and ξ0 is a real-valued F-adapted process, such that the discounted value process

Vt(ϕ) = ξtXt + ξ0
t , t ∈ [0, T ],

is right-continuous and square integrable.

For an L2-strategy ϕ the discounted (cumulative) cost process C(ϕ) is defined as

Ct(ϕ) = Vt(ϕ)−
∫ t

0
ξs dXs +At, t ∈ [0, T ],

describing the accumulated costs of the trading strategy ϕ during [0, t] including
the paymentsAt. Note that Vt(ϕ) should therefore be interpreted as the discounted
value of the portfolio ϕt held at time t after the payments At have been made.
In particular, VT (ϕ) is the value of the portfolio upon settlement of all liabilities,
and a natural condition is then to restrict to 0-admissible strategies satisfying

VT (ϕ) = 0 P-a.s.

The risk process of ϕ is given by the conditional expected value of the squared
future costs

Rt(ϕ) = E[(CT (ϕ)− Ct(ϕ))2 |Ft], t ∈ [0, T ], (A.1)
and is taken as a measure of the hedger’s remaining risk. We would like to find a
trading strategy that minimizes the risk in a sense we define now.

Definition A.2. An L2-strategy ϕ = (ξ, ξ0) is called risk-minimizing for the
payment stream A, if for any L2-strategy ϕ̃ = (ξ̃, ξ̃0) such that VT (ϕ̃) = VT (ϕ) =
0 P-a.s., we have

Rt(ϕ) ≤ Rt(ϕ̃), t ∈ [0, T ],
i.e., ϕ pointwise minimizes the risk process introduced in (A.1).

The key to finding the strategy with minimal risk is the well-known Galtchouk-
Kunita-Watanabe (GKW) decomposition, see Ansel and Stricker [1]. Since A is
square integrable, the expected accumulated total payments may be decomposed
by use of the GKW decomposition as

E[AT |Ft] = E[AT |F0] +
∫

]0,t]
ξAs dXs + LAt , t ∈ [0, T ], (A.2)

where ξA ∈ L2(X) and LA is a square integrable martingale null at 0 that is
strongly orthogonal to the space of stochastic integrals with respect to X

I2(X) :=
{∫

ψ dX
∣∣∣ψ ∈ L2(X)

}
,

i.e., for ψ ∈ L2(X), LAt
∫ t

0 ψ dX, t ∈ [0, T ], is a (uniformly integrable) martingale.
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Theorem A.3. There exists a unique 0-admissible risk-minimizing L2-strategy
ϕ = (ξ, ξ0), given by

ξt := ξAt ,

ξ0
t := Vt(ϕ)− ξtXt,

with discounted value process

Vt(ϕ) = E[AT |Ft]−At = E[AT |F0] +
∫

]0,t]
ξs dXs + LAt −At,

discounted optimal cost process

Ct(ϕ) = E[AT |F0] + LAt = C0(ϕ) + LAt ,

and minimal risk process

Rt(ϕ) = E[(LAT − LAt )2 |Ft],

t ∈ [0, T ], where ξA and LA are given by (A.2).

Proof. See Schweizer [33] for the single payoff case or Møller [30] and Schweizer
[34] for the extension to the case of payment streams.

Note that the preceding approach relies heavily on the fact that the discounted
asset prices are local martingales under the original measure P. In a more general
setting, when the discounted asset price is merely required to be a semimartingale
under P, one finds the price by following the local risk-minimization technique,
see Schweizer [34] or Barbarin [2, Chapter 4]. For more information on (local)
risk-minimization and other quadratic hedging approaches we would like to refer
the interested reader to the survey paper of Schweizer [33].

B Affine diffusion processes
In this section of the appendix we give a brief review of some aspects of the
theory of affine processes that are relevant for this work. Note that this borrows
extensively from Section 3 and Appendix A of Biffis [9]. We would also like to
refer the interested reader to Duffie et al. [21] and Filipović and Mayerhofer [22].
An affine diffusion process X = (Xt)t∈[0,T ] with values in Rn is a Markov process
defined on a filtered probability space (Ω,F,F,P), where F = (Ft)t∈[0,T ] fulfills the
usual conditions, solving (in the strong sense) the stochastic differential equation

dXt = δ(t,Xt) dt+ σ(t,Xt) dWt, t ∈ [0, T ],

whereW is an n-dimensional standard Brownian motion, and δ(t,Xt) and σ(t,Xt)
are “affine” in X in the sense that

δ(t, x) = d0(t) + d1(t)x,
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where d0 : [0, T ]→ Rn and d1 : [0, T ]→ Rn×n are continuous functions and(
σ(t, x)σ(t, x)′

)
ij = (v0(t))ij + (v1(t))′ij x, i, j = 1, . . . , n,

for continuous functions v0 : [0, T ] → Rn×n and v1 : [0, T ] → Rn×n×n. Let c ∈ C,
a, b ∈ Cn and

Λ(t, x) = λ0(t) + λ1(t)′x,

for λ0 : [0, T ] → R and λ1 : [0, T ] → Rn continuous. Under certain technical
conditions (see, e.g., Duffie et al. [20]) for 0 ≤ t ≤ u ≤ T the following expression
holds:

E
[
e−
∫ u

t
Λ(s,Xs)dsea

′Xu
(
b′Xu + c

) ∣∣∣Ft] = eα
u(t)+βu(t)′Xt

[
α̂u(t) + β̂u(t)′Xt

]
(B.1)

where αu and βu are functions uniquely solving the following ordinary differential
equations:

∂tβ
u(t) = λ1(t)− d1(t)′βu(t)− 1

2β
u(t)′v1(t)βu(t),

∂tα
u(t) = λ0(t)− d0(t)′βu(t)− 1

2β
u(t)′v0(t)βu(t),

and α̂u and β̂u are functions uniquely solving the following ordinary differential
equations:

∂tβ̂
u(t) = −d1(t)′β̂u(t)− βu(t)′v1(t)β̂u(t),

∂tα̂
u(t) = −d0(t)′β̂u(t)− βu(t)′v0(t)β̂u(t),

for t ∈ [0, u] with boundary conditions αu(u) = 0, βu(u) = a and β̂u(u) = b,
α̂u(u) = c.
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