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Abstract. In this article we develop a new approach to construct strong solutions of stochastic

equations with merely measurable coefficients. We aim at demonstrating the principles of our

technique by analyzing stochastic differential equations driven by Brownian motion. An impor-
tant and rather surprising consequence of our method which is based on Malliavin calculus is

that the solutions derived by A. Y. Veretennikov [45] for Brownian motion with bounded and

measurable drift in Rd are Malliavin differentiable. Moreover, it is conceivable that our approach
which doesn’t rely on a pathwise uniqueness argument is also applicable to the construction of

strong solutions of stochastic equations in infinite dimensions.
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1. Introduction9

In this paper we are mainly interested to study the following stochastic differential equation10

(SDE) given by11

dXt = b(t,Xt)dt+ dBt, 0 ≤ t ≤ T, X0 = x ∈ Rd, (1.1)

where the drift coefficient b : [0, T ] × Rd −→ Rd is a Borel measurable function and Bt is a12

d−dimensional Brownian motion on a probability space (Ω,F , π). We denote by Ft the augmented13

filtration generated by Bt.14

If b in (1.1) is of linear growth and (globally) fulfills a Lipschitz condition it is well known15

that there exists a unique global strong solution to the SDE (1.1). More precisely, there exists a16

continuous Ft−adapted process Xt solving (1.1) such that17

E

[∫ T

0

X2
t dt

]
<∞.

Important applications, however, of SDE’s of the type (1.1) to physics or stochastic control theory18

show that Lipschitz continuity imposed on the drift coefficient b is a rather severe restriction. For19

example, in statistical mechanics, where one is interested in solutions of (1.1) as functionals of the20

driving noise (i.e. strong solutions) to model interacting infinite particle systems, the drift b is21

typically discontinuous or singular. See e.g. [19] and the references therein.22

Strong solutions of SDE’s with non-Lipschitz coefficients have been investigated by many au-23

thors in the past decades. To begin with we mention the work of Zvonkin [47], where the author24

obtains unique strong solutions of (1.1) in the one-dimensional case, when b is merely bounded25

and measurable. The latter result can be regarded as a milestone in the theory of SDE’s. Subse-26

quently, this result was generalized by Veretennikov [45] to the multidimensional case. The tools27

used by these authors to derive strong solutions are based on estimates of solutions of parabolic28

partial differential equations and a pathwise uniqueness argument.29

Other important and more recent results in this direction based on a pathwise uniqueness30

argument (in connection with other techniques due to Portenko [32] or the Skorohod embedding)31
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can be e.g. found in Krylov, Röckner [19], Gyöngy, Krylov [14] or Gyöngy, Mart́ınez [15]. We also32

refer to [10], where the authors employ a modified version of Gronwall’s Lemma. In this context33

we shall also point out the paper of Davie [7], who even establishes uniqueness of strong solutions34

of (1.1) for almost all Brownian paths in the case of bounded and measurable drift coefficients.35

In this paper we further develop the new approach devised in [28] to construct strong solutions36

of SDE’s with irregular drift coefficients which additionally yields the important insight that these37

solutions are Malliavin differentiable. See also [26] and [34]. More precisely, we derive the results38

in [28] without assuming a certain symmetry condition [27, Definition 3] on the drift b in (1.1),39

which severely restricts the class of SDE’s to be studied. In particular, one of our main results is40

the extension of [27, Theorem 4] on the Malliavin differentiability of solutions of (1.1) for merely41

bounded Borel functions b from the one-dimensional to the multidimensional case.42

Our approach is mainly based on Malliavin calculus. To be more precise, our technique relies on43

a compactness criterion based on Malliavin calculus and an approximation argument for certain44

generalized processes in the Hida distribution space which we directly verify to be strong solutions45

of (1.1). We remark that our construction method is different from the above mentioned authors’46

ones. The technique proposed in this paper is not based on a pathwise uniqueness argument (or47

the Yamada-Watanabe theorem). In fact we tackle the construction problem from the ”opposite”48

direction and prove that strong existence in connection with uniqueness in law of solutions of49

SDE’s enforces strong uniqueness.50

The additional information that strong solutions of SDE’s with merely measurable drift coef-51

ficients are Malliavin differentiable has important and interesting implications. For example, it52

entails that for all 0 ≤ t ≤ T :53 ∣∣∣∣Xt(ω +

∫ ·
0

h(s)ds)−Xt(ω)

∣∣∣∣ ≤ C‖h‖L2([0,T ]) , (1.2)

for almost all ω ∈ Ω = C0([0, T ]) (Wiener space) and h ∈ L2([0, T ]), where C is a constant, see54

e.g. [30]. By considering the “initial condition” y = x+Bt(ω) in the ODE55

d

dt
Xy
t =b(t,Xy

t )

Xy
0 =y ,

relation (1.2) in connection with (1.1) actually gives an interesting “link” to the flow property of56

solutions of ODE’s with discontinuous coefficients. This may be of use in perturbation problems57

of discontinuous ordinary differential equations and other applications. See e.g. [24]. For recent58

advances on the existence of stochastic flows of Hölder homeomorphisms for solutions of SDEs59

with irregular drift coefficients see e.g. [11].60

Finally, we mention that our technique may be applied to examine strong solutions of61

dXt = b(t,Xt)dt+ dBQt , X0 = x ∈ H, (1.3)

where BQt is a Q-cylindrical Brownian motion on a Hilbert space H and Q a positive symmetric62

trace class operator. Applications to certain classes of SPDE’s are also conceivable. See [25]. We63

point out that equations of the type (1.3) are not accessible within the framework of the above64

mentioned authors. For example, the construction method of the authors in [15] heavily rests on65

an estimate of Krylov [18], which has no extension to infinite dimensions.66

The paper is organized as follows: In Section 2 we recall basic concepts of Malliavin calculus67

and Gaussian white noise theory. Section 3 is devoted to the study of the SDE (1.1). The main68

results of the paper are Theorem 3.3, Lemma 3.5, Corollary 3.6, and Theorem 3.17.69

2. Framework70

In this section we recall some facts from Gaussian white noise analysis and Malliavin calculus,71

which we aim at employing in Section 3 to construct strong solutions of SDE’s. See [16, 31, 20]72

for more information on white noise theory. As for Malliavin calculus the reader is referred to73

[30, 22, 23, 8].74
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2.1. Basic Facts of Gaussian White Noise Theory. A building block of our proof for the75

constuction of strong solutions (see Section 3) is based on a generalized stochastic process in the76

Hida distribution space which we verify to be a SDE solution. In the following, we shall give the77

definition of this space which goes back to T. Hida (see [16]).78

From now on we fix a time horizon 0 < T <∞. Consider a (positive) self-adjoint operator A on79

L2([0, T ]) with Spec(A) > 1. Let us require that A−r is of Hilbert-Schmidt type for some r > 0.80

Denote by {ej}j≥0 a complete orthonormal basis of L2([0, T ]) in Dom(A) and let λj > 0, j ≥ 081

be the eigenvalues of A such that82

1 < λ0 ≤ λ1 ≤ ... −→∞.
Let us assume that each basis element ej is a continuous function on [0, T ]. Further let Oλ, λ ∈ Γ,83

be an open covering of [0, T ] such that84

sup
j≥0

λ
−α(λ)
j sup

t∈Oλ
|ej(t)| <∞

for α(λ) ≥ 0.85

In what follows let S([0, T ]) denote the standard countably Hilbertian space constructed from86

(L2([0, T ]), A). See [31]. Then S([0, T ]) is a nuclear subspace of L2([0, T ]). We denote by S ′([0, T ])87

the corresponding conuclear space, that is the topological dual of S([0, T ]). Then the Bochner-88

Minlos theorem provides the existence of a unique probability measure π on B(S ′([0, T ])) (Borel89

σ−algebra of S ′([0, T ])) such that90 ∫
S′([0,T ])

ei〈ω,φ〉π(dω) = e
− 1

2‖φ‖
2
L2([0,T ])

holds for all φ ∈ S([0, T ]), where 〈ω, φ〉 is the action of ω ∈ S p([0, T ]) on φ ∈ S([0, T ]). Set91

Ωi = S ′([0, T ]) , Fi = B(S ′([0, T ])) , µi = π ,

for i = 1, . . . , d. Then the product measure92

µ =
d
×
i=1
µi (2.1)

on the measurable space93

(Ω,F) :=

(
d∏
i=1

Ωi,
d
⊗
i=1
Fi

)
(2.2)

is referred to as d-dimensional white noise probability measure.94

Consider the Doleans-Dade exponential95

ẽ(φ, ω) = exp

(
〈ω, φ〉 − 1

2
‖φ‖2L2([0,T ];Rd)

)
,

for ω = (ω1, . . . , ωd) ∈ (S ′([0, T ]))d and φ = (φ(1), . . . , φ(d)) ∈ (S([0, T ]))d, where 〈ω, φ〉 :=96 ∑d
i=1 〈ωi, φi〉 .97

In the following let
(
(S([0, T ]))d

)⊗̂n
be the n−th completed symmetric tensor product of98

(S([0, T ]))d with itself. One verifies that ẽ(φ, ω) is holomorphic in φ around zero. Hence there99

exist generalized Hermite polynomials Hn(ω) ∈
((

(S([0, T ]))d
)⊗̂n)′

such that100

ẽ(φ, ω) =
∑
n≥0

1

n!

〈
Hn(ω), φ⊗n

〉
(2.3)

for φ in a certain neighbourhood of zero in (S([0, T ]))d. It can be shown that101 {〈
Hn(ω), φ(n)

〉
: φ(n) ∈

(
(S([0, T ]))d

)⊗̂n
, n ∈ N0

}
(2.4)

is a total set of L2(µ). Further one finds that the orthogonality relation102 ∫
S′

〈
Hn(ω), φ(n)

〉〈
Hm(ω), ψ(m)

〉
µ(dω) = δn,mn!

(
φ(n), ψ(n)

)
L2([0,T ]n;(Rd)⊗n)

(2.5)



4 O MENOUKEU-PAMEN, T. MEYER-BRANDIS, T. NILSSEN, F. PROSKE, AND T. ZHANG

is valid for all n,m ∈ N0, φ(n) ∈
(
(S([0, T ]))d

)⊗̂n
, ψ(m) ∈

(
(S([0, T ]))d

)⊗̂m
where103

δn,m =

{
1 if n = m
0 else

.

Define L̂2([0, T ]n; (Rd)⊗n) as the space of square integrable symmetric functions f(x1, . . . , xn)104

with values in (Rd)⊗n. Then the orthogonality relation (2.5) implies that the mappings105

φ(n) 7−→
〈
Hn(ω), φ(n)

〉
from

(
S([0, T ])

d
)⊗̂n

to L2(µ) possess unique continuous extensions106

In : L̂2([0, T ]n; (Rd)⊗n) −→ L2(µ)

for all n ∈ N. We remark that In(φ(n)) can be viewed as an n−fold iterated Itô integral of107

φ(n) ∈ L̂2([0, T ]n; (Rd)⊗n) with respect to a d−dimensional Wiener process108

Bt =
(
B

(1)
t , . . . , B

(d)
t

)
(2.6)

on the white noise space109

(Ω,F , µ) . (2.7)

It turns out that square integrable functionals of Bt admit a Wiener-Itô chaos representation which110

can be regarded as an infinite-dimensional Taylor expansion, that is111

L2(µ) =
⊕
n≥0

In(L̂2([0, T ]n; (Rd)⊗n)). (2.8)

We construct the Hida stochastic test function and distribution space by using the Wiener-Itô112

chaos decomposition (2.8). For this purpose let113

Ad := (A, . . . , A) , (2.9)

where A was the operator introduced in the beginning of the section. We define the Hida stochastic114

test function space (S) via a second quantization argument, that is we introduce (S) as the space115

of all f =
∑
n≥0

〈
Hn(·), φ(n)

〉
∈ L2(µ) such that116

‖f‖20,p :=
∑
n≥0

n!
∥∥∥((Ad)⊗n)p φ(n)

∥∥∥2

L2([0,T ]n;(Rd)⊗n)
<∞ (2.10)

for all p ≥ 0. It turns out that the space (S) is a nuclear Fréchet algebra with respect to117

multiplication of functions and its topology is given by the seminorms ‖·‖0,p , p ≥ 0. Further one118

observes that119

ẽ(φ, ω) ∈ (S) (2.11)

for all φ ∈ (S([0, T ]))d.120

In the sequel we refer to the topological dual of (S) as Hida stochastic distribution space (S)∗.121

Thus we have constructed the Gel’fand triple122

(S) ↪→ L2(µ) ↪→ (S)∗.

The Hida distribution space (S)∗ exhibits the crucial property that it contains the white noise of123

the coordinates of the d−dimensional Wiener process Bt, that is the time derivatives124

W i
t :=

d

dt
Bit, i = 1, . . . , d , (2.12)

belong to (S)∗.125

We shall also recall the definition of the S-transform which is an important tool to characterize126

elements of the Hida test function and distribution space. See [33]. The S−transform of a Φ ∈ (S)∗,127

denoted by S(Φ), is defined by the dual pairing128

S(Φ)(φ) = 〈Φ, ẽ(φ, ω)〉 (2.13)
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for φ ∈ (SC([0, T ]))d. Here SC([0, T ]) the complexification of S([0, T ]). We mention that the129

S−transform is a monomorphism from (S)∗ to C. In particular, if130

S(Φ) = S(Ψ) for Φ,Ψ ∈ (S)∗

then131

Φ = Ψ.

One checks that132

S(W i
t )(φ) = φi(t), i = 1, ..., d (2.14)

for φ = (φ(1), . . . , φ(d)) ∈ (SC([0, T ]))d.133

Finally, we need the important concept of the Wick or Wick-Grassmann product, which we134

want to use in Section 3 to represent solutions of SDE’s. The Wick product can be regarded as a135

tensor algebra multiplication on the Fock space and can be defined as follows: The Wick product136

of two distributions Φ,Ψ ∈ (S)∗, denoted by Φ �Ψ, is the unique element in (S)∗ such that137

S(Φ �Ψ)(φ) = S(Φ)(φ)S(Ψ)(φ) (2.15)

for all φ ∈ (SC([0, T ]))d. As an example we find that138 〈
Hn(ω), φ(n)

〉
�
〈
Hm(ω), ψ(m)

〉
=
〈
Hn+m(ω), φ(n)⊗̂ψ(m)

〉
(2.16)

for φ(n) ∈
(
(S([0, T ]))d

)⊗̂n
and ψ(m) ∈

(
(S([0, T ]))d

)⊗̂m
. The latter in connection with (2.3) shows139

that140

ẽ(φ, ω) = exp�(〈ω, φ〉) (2.17)

for φ ∈ (S([0, T ]))d. Here the Wick exponential exp�(X) of a X ∈ (S)∗ is defined as141

exp�(X) =
∑
n≥0

1

n!
X�n, (2.18)

where X�n = X � . . . �X, if the sum on the right hand side converges in (S)∗.142

2.2. Basic elements of Malliavin Calculus. In this Section we briefly elaborate a framework143

for Malliavin calculus.144

Without loss of generality we consider the case d = 1. Let F ∈ L2(µ). Then it follows from145

(2.8) that146

F =
∑
n≥0

〈
Hn(·), φ(n)

〉
(2.19)

for unique φ(n) ∈ L̂2([0, T ]n). Assume that147 ∑
n≥1

nn!
∥∥∥φ(n)

∥∥∥2

L2([0,T ]n)
<∞ . (2.20)

Then the Malliavin derivative Dt of F in the direction of Bt is defined by148

DtF =
∑
n≥1

n
〈
Hn−1(·), φ(n)(·, t)

〉
. (2.21)

We introduce the stochastic Sobolev space D1,2 as the space of all F ∈ L2(µ) such that (2.20) is149

fulfilled. The Malliavin derivative D· is a linear operator from D1,2 to L2(λ×µ), where λ denotes150

the Lebesgue measure. We mention that D1,2 is a Hilbert space with the norm ‖·‖1,2 given by151

‖F‖21,2 := ‖F‖2L2(µ) + ‖D·F‖2L2([0,T ]×Ω,λ×µ) . (2.22)

We obtain the following chain of continuous inclusions:152

(S) ↪→ D1,2 ↪→ L2(µ) ↪→ D−1,2 ↪→ (S)∗, (2.23)

where D−1,2 is the dual of D1,2.153
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3. Main results154

In this section, we want to further develop the ideas introduced in [28] to derive Malliavin155

differentiable strong solutions of stochastic differential equations with discontinuous coefficients.156

More precisely, we aim at analyzing the SDE’s of the form157

dXt = b(t,Xt)dt+ dBt, 0 ≤ t ≤ 1, X0 = x ∈ Rd , (3.1)

where the drift coefficient b : [0, T ] × Rd −→ Rd is a Borel measurable function and Bt is a158

d-dimensional Brownian motion with respect to the stochastic basis159

(Ω,F , µ) , {Ft}0≤t≤T (3.2)

for the µ−augmented filtration {Ft}0≤t≤T generated by Bt. At the end of this section we shall160

also apply our technique to equations with more general diffusions coefficients (Theorem 3.17).161

Our method to construct strong solution is actually motivated by the following observation in162

[21] and [26] (see also [27]).163

Proposition 3.1. Suppose that the drift coefficient b : [0, T ]× Rd−→ Rd in (3.1) is bounded and164

Lipschitz continuous. Then the unique strong solution Xt = (X1
t , ..., X

d
t ) of (3.1) allows for the165

explicit representation166

ϕ
(
t,Xi

t(ω)
)

= Eµ̃

[
ϕ
(
t, B̃it(ω̃)

)
E�T (b)

]
(3.3)

for all ϕ : [0, T ]× R −→ R such that ϕ
(
t, Bit

)
∈ L2(µ) for all 0 ≤ t ≤ T, i = 1, . . . , d,. The object167

E�T (b) is given by168

E�T (b)(ω, ω̃) := exp�
(∑d

j=1

∫ T
0

(
W j
s (ω) + bj(s, B̃s(ω̃))

)
dB̃js(ω̃)

− 1
2

∫ T
0

(
W j
s (ω) + bj(s, B̃s(ω̃))

)�2
ds
)
. (3.4)

Here
(

Ω̃, F̃ , µ̃
)
,
(
B̃t

)
t≥0

is a copy of the quadruple (Ω,F , µ) , (Bt)t≥0 in (3.2). Further Eµ̃ denotes169

a Pettis integral of random elements Φ : Ω̃ −→ (S)
∗

with respect to the measure µ̃. The Wick170

product � in the Wick exponential of (3.4) is taken with respect to µ and W j
t is the white noise171

of Bjt in the Hida space (S)
∗

(see (2.12)). The stochastic integrals
∫ T

0
φ(t, ω̃)dB̃js(ω̃) in (3.4) are172

defined for predictable integrands φ with values in the conuclear space (S)
∗
. See [17] for definitions.173

The other integral type in (3.4) is to be understood in the sense of Pettis.174

Remark 3.2. Let 0 = tn1 < tn2 < . . . < tnmn = T be a sequence of partitions of the interval175

[0, T ] with maxmn−1
i=1

∣∣tni+1 − tni
∣∣ −→ 0 . Then the stochastic integral of the white noise W j can be176

approximated as follows:177 ∫ T

0

W j
s (ω)dB̃js(ω̃) = lim

n−→∞

mn∑
i=1

(B̃jtni+1
(ω̃)− B̃jtni (ω̃))W j

tni
(ω)

in L2(λ × µ̃; (S)
∗
). For more information about stochastic integration on conuclear spaces the178

reader may consult [17].179

In the sequel we shall use the notation Y i,bt for the expectation on the right hand side of (3.3)180

for ϕ(t, x) = x, that is181

Y i,bt := Eµ̃

[
B̃

(i)
t E�T (b)

]
for i = 1, . . . , d. We set182

Y bt =
(
Y 1,b
t , . . . , Y d,bt

)
. (3.5)

The form of Formula (3.3) in Proposition 3.1 actually suggests that the expectation on the183

right hand side or Y bt in (3.5) may also represent solutions of (3.1) for merely measurable drift184

coefficients b. The latter naturally leads to the following question: Can one specify conditions on185

b under which one succeeds to directly verify the generalized process Y bt to be a (strong) solution186
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of (3.1)? This question was successfully treated for the one-dimensional case using a comparison187

argument in [26] and for the multidimensional case under a rather strong symmetry condition on188

the drift b using Malliavin calculus in [28]. In this paper we considerably improve the results given189

in [28] by removing the symmetry condition on b. Our main result in this paper is the following190

theorem:191

Theorem 3.3. Suppose that the drift coefficient b : [0, 1]×Rd → Rd in (3.1) is a bounded Borel-192

measurable function. Then there exists a unique global strong solution X to Equation (3.1) such193

that Xt is Malliavin differentiable for all 0 ≤ t ≤ 1.194

Remark 3.4. In the one-dimensional case the existence and uniqueness of strong solutions to195

(3.1) for bounded and measurable drift coefficients was first obtained by Zvonkin in his celebrated196

paper [47]. The extension to the multi-dimensional case was given by [45]. We point out that197

our solution technique grants the important additional insight that such solutions are Malliavin198

differentiable. We remark that Theorem 3.3 is a generalization of [27, Theorem 5] from the one-199

dimensional to the multi-dimensional case. Let us also mention that we considerably improve the200

technique initiated in [28] (see also [26] and [34]) by removing a certain symmetry condition on201

the drift coefficients in (3.1) (see [27, Definition 3]), which severely limits the class of SDE’s to202

be analyzed. The removal of the latter condition, however, may actually pave the way for the203

construction of strong solutions of discontinuous infinite dimensional stochastic equations of the204

type (1.3) or SPDE’s. See [25]. We point out that the methods of the authors mentioned in the205

introduction fail in this case.206

207

To prove Theorem 3.3 we follow a procedure consisting of two steps (compare [28]). In the first208

step, we show for a sequence of uniformly bounded, smooth coefficients bn : [0, 1] × Rd → Rd,209

n ≥ 1, with compact support that for each 0 ≤ t ≤ 1 the sequence of corresponding strong210

solutions Xn,t = Y bnt , n ≥ 1, is relatively compact in L2(µ;Rd) (Corollary 3.6). The main tool to211

prove compactness is the bound in Lemma 3.5 in connection with a compactness criteria in terms212

of Malliavin derivatives obtained in [6] (see Appendix A). This step is one of the main contribution213

of this paper.214

Given a merely measurable and bounded drift coefficient b, we then show in the second step
that Y bt , 0 ≤ t ≤ 1 is a generalized process in the Hida distribution space, and we apply the
S-transform 2.13 to prove that for a given sequence of a.e. approximating, uniformly bounded,
smooth coefficients bn with compact support a subsequence of the corresponding strong solutions

Xnj ,t = Y
bnj
t fulfills

Y
bnj
t → Y bt

in L2(µ;Rd) for 0 ≤ t ≤ 1 (Lemma 3.14). Using a certain transformation property for Y bt (Lemma215

3.16) we directly verify Y bt as a solution to (3.1) which in addition is Malliavin differentiable.216

217

We now turn to the first step of our procedure. The successful completion of the first step relies218

on the following essential lemma:219

Lemma 3.5. Let b : [0, 1] × Rd → Rd be a smooth function with compact support. Then the
corresponding strong solution X in (3.1) fulfills

E
[
‖DtXs −Dt′Xs‖2

]
≤ Cd(‖b‖∞)|t− t′|α

for 0 ≤ t′ ≤ t ≤ 1, α = α(s) > 0 and

sup
0≤t≤1

E
[
‖DtXs‖2

]
≤ Cd(‖b‖∞)

where Cd : [0,∞) → [0,∞) is an increasing, continuous function, ‖ · ‖ a matrix-norm on Rd×d220

and ‖ · ‖∞ the supremum norm.221

From Lemma 3.5 together with Corollary A.3 we immediately obtain the main result of step222

one of our procedure:223
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Corollary 3.6. Let bn : [0, 1] × Rd → Rd, n ≥ 1, be a sequence of uniformly bounded, smooth224

coefficients with compact support. Then for each 0 ≤ t ≤ 1 the sequence of corresponding strong225

solutions Xn,t = Y bnt , n ≥ 1, is relatively compact in L2(µ;Rd).226

In order to prove Lemma 3.5 we need the following estimate, which can be considered a gener-227

alization of a bound given in [7, Proposition 2.2]:228

Proposition 3.7. Let B be a d-dimensional Brownian Motion starting from the origin and229

b1, . . . , bn be compactly supported continuously differentiable functions bi : [0, 1] × Rd → R for230

i = 1, 2, . . . n. Let αi ∈ {0, 1}d be a multiindex such that |αi| = 1 for i = 1, 2, . . . , n. Then there231

exists a universal constant C (independent of {bi}i, n, and {αi}i) such that232 ∣∣∣∣∣E
[∫

t0<t1<···<tn<t

(
n∏
i=1

Dαibi(ti, B(ti))

)
dt1 . . . dtn

]∣∣∣∣∣ ≤ Cn
∏n
i=1 ‖bi‖∞(t− t0)n/2

Γ(n2 + 1)
(3.6)

where Γ is the Gamma-function. Here Dαi denotes the partial derivative with respect to the j′th233

space variable, where j is the position of the 1 in αi.234

Proof. Without loss of generality, assume that ‖bi‖∞ ≤ 1 for i = 1, 2 . . . , n. Denote by z =
(z(1), . . . z(d)) a generic element of Rd and by ‖ · ‖ the usual Euclidian norm. With P (t, z) =

(2πt)−d/2e−‖z‖
2/2t, write the left hand side in (3.6) as∣∣∣∣∣

∫
t0<t1<···<tn<t

∫
Rdn

n∏
i=1

Dαibi(ti, zi)P (ti − ti−1, zi − zi−1)dz1 . . . dzndt1 . . . dtn

∣∣∣∣∣ .
Introduce the notation

Jαn (t0, t, z0) =

∫
t0<t1<···<tn<t

∫
Rdn

n∏
i=1

Dαibi(ti, zi)P (ti − ti−1, zi − zi−1)dz1 . . . dzndt1 . . . dtn

where α = (α1, . . . αn) ∈ {0, 1}nd. We shall show that |Jαn (t0, t, 0)| ≤ Cn(t − t0)n/2/Γ(n/2 + 1),235

thus proving the proposition.236

To do this, we will use integration by parts to shift the derivatives onto the Gaussian kernel. This237

will be done by introducing the alphabetA(α) = {P,Dα1P, . . . ,DαnP,Dα1Dα2P, . . .Dαn−1DαnP}238

where Dαi , DαiDαi+1 denotes the derivatives in z on P (t, z).239

Take a string S = S1 · · ·Sn in A(α) and define

IαS (t0, t, z0) =

∫
t0<···<tn<t

∫
Rdn

n∏
i=1

bi(ti, zi)Si(ti − ti−1, zi − zi−1)dz1 . . . dzndt1 . . . dtn .

We will only need a special type of strings, and we say that a string is allowed if, when all the240

DαiP ’s are removed from the string, a string of the form P ·DαsDαs+1P ·P ·Dαs+1Dαs+2P · · ·P ·241

DαrDαr+1P for s ≥ 1, r ≤ n − 1 remains. Also, we will require that the first derivatives DαiP242

are written in an increasing order with respect to i.243

244

Before we proceed with the proof of Proposition 3.7 we will need some intermediate results.245

Lemma 3.8. We can write

Jαn (t0, t, z0) =

2n−1∑
j=1

εjI
α
Sj (t0, t, z0)

where each εj is either −1 or 1 and each Sj is an allowed string in A(α).246
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Proof. The equation obviously holds for n = 1. Assume the equation holds for n ≥ 1, and let b0247

be another function satisfying the requirements of the proposition. Likewise with α0. Then248

J
(α0,α)
n+1 (t0, t, z0) =

∫ t

t0

∫
Rd
Dα0b0(t1, z1)P (t1 − t0, z1 − z0)Jαn (t1, t, z1)dz1dt1

=−
∫ t

t0

∫
Rd
b0(t1, z1)Dα0P (t1 − t0, z1 − z0)Jαn (t1, t, z1)dz1dt1

−
∫ t

t0

∫
Rd
b0(t1, z1)P (t1 − t0, z1 − z0)Dα0Jαn (t1, t, z1)dz1dt1 .

Notice that

Dα0IαS (t1, t, z1) = −I(α0,α)

S̃
(t1, t, z1)

where

S̃ =

{
Dα0P · S2 · · ·Sn if S = P · S2 · · ·Sn
Dα0Dα1P · S2 · · ·Sn if S = Dα1P · S2 · · ·Sn .

Here, S̃ is not an allowed string in A(α). So from the induction hyptothesis Dα0Jαn (t0, t, z0) =∑2n−1

j=1 −εjI
(α0,α)

S̃
(t0, t, z0) this gives

J
(α0,α)
n+1 =

2n−1∑
j=1

−εjI(α0,α)
Dα0P ·Sj +

2n−1∑
j=1

εjIP ·S̃j .

It is easily checked that when Sj is an allowed string in A(α), both Dα0P · Sj and P · S̃j are249

allowed strings in A(α0, α).250

�251

For the rest of the proof of Proposition 3.7 we will bound IαS when S is an allowed string, and252

the result will follow from the above representation.253

Lemma 3.9. Let φ, h : [0, 1] × Rd → R be measurable functions such that |φ(s, z)| ≤ e−‖z‖
2/3s

and ‖h‖∞ ≤ 1. Also let α, β ∈ {0, 1}d be multiindices such that |α| = |β| = 1. Then there exists a
universal constant C (independent of φ, h, α and β) such that∣∣∣∣∣

∫ 1

1/2

∫ t

t/2

∫
Rd

∫
Rd
φ(s, z)h(t, y)DαDβP (t− s, y − z)dydzdsdt

∣∣∣∣∣ ≤ C .
Proof. Let l,m ∈ Zd and denote [l, l + 1) := [l(1), l(1) + 1) × · · · × [l(d), l(d) + 1) and similarly for254

[m,m+ 1). Define φl(s, z) = φ(s, z)1[l,l+1)(z) and hm(t, y) = h(t, y)1[m,m+1).255

Denote the above integral by I, and Il,m the integral when φ, h is replaced by φl, hm. Then256

we can write I =
∑
l,m∈Zd Il,m. Below we let C be a generic constant that may vary from line to257

line.258

Assume ‖l − m‖∞ := maxi |l(i) − m(i)| ≥ 2. For z ∈ [l, l + 1) and y ∈ [m,m + 1) we have
‖z − y‖ ≥ ‖l −m‖∞ − 1. If α 6= β we have that

DαDβP (t− s, z − y) =
(z(i) − y(i))(z(j) − y(j))

(t− s)2
P (t− s, y − z)

for a suitable choice of i, j. Then we can find C such that

|DαDβP (t− s, z − y)| ≤ Ce−(‖l−m‖∞−2)2/4.

If α = β, we have

(Dα)2P (t− s, y − z) =

(
(y(i) − z(i))2

t− s
− 1

)
P (t− s, y − z)

t− s
and similarily we find C such that

|(Dα)2P (t− s, y − z)| ≤ Ce−(‖l−m‖∞−2)2/4 .
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In both cases we have |Il,m| ≤ Ce−‖l‖
2/8e−(‖l−m‖∞−2)2/4 and it follows that∑
‖l−m‖∞≥2

|Il,m| ≤ C.

Assume ‖l − m‖∞ ≤ 1 and let φ̂l(s, u) and ĥm(t, u) be the Fourier transform in the second
variable. By the Plancherel theorem we have that∫

Rd
φ̂l(s, u)2du =

∫
Rd
φl(s, z)

2dz ≤ Ce−‖l‖
2/6

for all s ∈ [0, 1] and ∫
Rd
ĥm(t, u)2du =

∫
Rd
hm(t, y)2dy ≤ 1.

We can write

Il,m =

∫ 1

1/2

∫ t

t/2

∫
Rd
φ̂l(s, u)ĥm(t,−u)u(i)u(j)e−(t−s)‖u‖2/2dudsdt

for a suitable choice of i and j. To see this, notice that with p(u) = u(i)u(j) and f(u) =259

e−(t−s)‖u‖2/2 we have (p̂ · f)(y − z) = DαDβ f̂(y − z). Also, note that P̂ (1, ·) = P (1, ·). The260

result follows by substituting v =
√
t− su in the integral.261

Applying ab ≤ 1
2a

2c+ 1
2b

2c−1 with a = φ̂l(s, u)u(i), b = ĥm(t,−u)u(j) and c = e‖l‖
2/12 we get262

|Il,m| ≤
1

2

∫ 1

1/2

∫ t

t/2

∫
Rd
φ̂l(s, u)2(u(i))2e‖l‖

2/12e−(t−s)‖u‖2/2dudsdt

+
1

2

∫ 1

1/2

∫ t

t/2

∫
Rd
ĥm(t,−u)2(u(j))2e−‖l‖

2/12e−(t−s)‖u‖2/2dudsdt

≤ 1

2

∫ 1

1/2

∫ t

t/2

∫
Rd
φ̂l(s, u)2‖u‖2e‖l‖

2/12e−(t−s)‖u‖2/2dudsdt

+
1

2

∫ 1

1/2

∫ t

t/2

∫
Rd
ĥm(t,−u)2‖u‖2e−‖l‖

2/12e−(t−s)‖u‖2/2dudsdt.

For the first term, integrate first with respect to t in order to get∫ 1

1/2

∫ t

t/2

∫
Rd
φ̂l(s, u)2‖u‖2e‖l‖

2/12e−(t−s)‖u‖2/2dudsdt ≤ Ce−‖l‖
2/12

and for the second term, integrate with respect to s first to get∫ 1

1/2

∫ t

t/2

∫
Rd
ĥm(t,−u)2‖u‖2e−‖l‖

2/12e−(t−s)‖u‖2/2dudsdt ≤ Ce−‖l‖
2/12

which gives |Il,m| ≤ Ce−‖l‖
2/12 and hence∑

‖l−m‖∞≤1

|Il,m| ≤ C.

�263

Corollary 3.10. There exists an absolute constant C such that for measurable functions g and h
bounded by 1∣∣∣∣∣

∫ 1

1/2

∫ t

t/2

∫
Rd

∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)dydzdsdt

∣∣∣∣∣ ≤ C
and ∣∣∣∣∣

∫ 1

1/2

∫ t

t/2

∫
Rd

∫
Rd
g(s, z)DγP (s, z)h(t, y)DαDβP (t− s, y − z)dydzdsdt

∣∣∣∣∣ ≤ C .
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Notice that we have
∫
Rd P (t, z)dz = 1 and that264 ∫

Rd
|DαP (t, z)|dz ≤ Ct−1/2 , (3.7)

265 ∫
Rd
|DαDβP (t, z)|dz ≤ Ct−1 . (3.8)

Lemma 3.11. There is an absolute constant C such that for every Borel-measurable functions g266

and h bounded by 1, and r ≥ 0267 ∣∣∣∣∫ t

t0

∫ t1

t0

∫
Rd

∫
Rd
g(t2, z)P (t2 − t0, z)h(t1, y)DαDβP (t1 − t2, y − z)(t− t1)rdydzdt2dt1

∣∣∣∣
≤ C(1 + r)−1(t− t0)r+1

and268 ∣∣∣∣∫ t

t0

∫ t1

t0

∫
Rd

∫
Rd
g(t2, z)D

γE(t2 − t0, z)h(t1, y)DαDβP (t1 − t2, y − z)(t− t1)rdydzdt2dt1

∣∣∣∣
≤ C(1 + r)−1/2(t− t0)r+1/2 .

Proof. We begin by proving the estimate for t = t0 = 0. From Corollary 3.10 we have that for269

each k ≥ 0270 ∣∣∣∣∣
∫ 2−k

2−k−1

∫ t

t/2

∫
Rd

∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)(1− t)rdydzdsdt

∣∣∣∣∣
≤ C(1− 2−k−1)r2−k .

To see this, make the substitutions t′ = 2kt and s′ = 2ks. Use the easily verified fact that P (at, z) =271

a−d/2P (t, a−1/2z) and substitute z′ = 2k/2z and y′ = 2k/2y. Using h̃(t, y) := (1−t)r
(1−2−k−1)r

h(t, y) in272

Corollary (3.10), the result follows.273

Summing this equation over k gives274 ∣∣∣∣∣
∫ 1

0

∫ t

t/2

∫
Rd

∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)(1− t)rdydzdsdt

∣∣∣∣∣ ≤ C(1 + r)−1

Moreover from the bound (3.8)275 ∣∣∣∣∣
∫ 1

0

∫ t/2

0

∫
Rd

∫
Rd
g(s, z)P (s, z)h(t, y)DαDβP (t− s, y − z)(1− t)rdydzdsdt

∣∣∣∣∣
≤ C

∫ 1

0

∫ t/2

0

(t− s)−1(1− t)rdsdt ≤ C(1 + r)−1

and combining these bounds gives the first assertion for t = t0 = 0. For general t and t0 use the276

change of variables t′1 = t1−t0
t−t0 , t2 = t2−t0

t−t0 , y′ = (t− t0)−1/2y and z′ = (t− t0)−1/2z.277

The second assertion is proved similary. �278

We turn to the completion of the proof of Proposition 3.7 by showing that there exists a constant
M such that for each allowed string S in the alphabet A(α) we have

IαS (t0, t, z0) ≤ Mn(t− t0)n/2

Γ(n2 + 1)
.

We will prove this by induction on n. The case n = 0 is immediate, so assume n > 0 and that279

this holds for all allowed strings of length less than n. There are three cases280

(1) S = Dα1P · S′ where S′ is a string in A(α′) and α′ := (α2, . . . , αn)281

(2) S = P ·Dα1Dα2P · S′ where S′ is a string in A(α′) and α′ := (α3, . . . , αn)282

(3) S = P · Dα1P · · ·DαmP · Dαm+1Dαm+2P · S′ where S′ is a string in A(α′) and α′ :=283

(αm+3, . . . , αn).284
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In each case, S′ is an allowed string in the given alphabet.285

(1) We use the inductive hypothesis to bound Iα
′

S′ (t1, t, z1) and the bound (3.7) to get286

|IαS (t0, t, z0)| =
∣∣∣∣∫ t

t0

∫
Rd
b1(t1, z1)Dα1P (t1 − t0, z1 − z0)Iα

′

S′ (t1, t, z1)dz1dt1

∣∣∣∣
≤ Mn−1

Γ(n+1
2 )

∫ t

t0

(t− t1)(n−1)/2

∫
Rd
|Dα1P (t1 − t0, z1 − z0)|dz1dt1

≤ Mn−1C

Γ(n+1
2 )

∫ t

t0

(t− t1)(n−1)/2(t1 − t0)−1/2dt1

=
Mn−1C

√
π(t− t0)k/2

Γ(n2 + 1)
.

The result follows if M is large enough.287

(2) For this case we can write288

IαS (t0, t, z0) =

∫ t

t0

∫ t

t1

∫
Rd

∫
Rd
b1(t1, z1)b2(t2, z2)

× P (t1 − t0, z1 − z0)Dα1Dα2P (t2 − t1, z2 − z1)Iα
′

S′ (t2, t, z2)dz1dz2dt2dt1.

We set h(t2, z2) := b2(t2, z2)Iα
′

S′ (t2, z2)(t− t2)1−n/2 so that by the inductive hypothesis we
have

‖h‖∞ ≤Mn−2/Γ(n/2) .

Use this in the first part of Lemma 3.11 with g = b1 and integrate with respect to t2 first,
to get

|IαS (t0, t, z0)| ≤ CMn−2(t− t0)n/2

nΓ(n/2)
,

and the result follows if M is large enough.289

(3) We have290

IαS (t0, t, z0) =

∫
t0<...tm+2<t

∫
R(m+2)d

P (t1 − t0, z1 − z0)

m+2∏
j=1

bj(tj , zj)

×
m∏
j=2

DαjP (tj − tj−1, zj − zj−1)Dαm+1Dαm+2P (tm+2 − tm+1, zm+2 − zm+1)

× Iα
′

S′ (tm+2, t, zm+2)dz1 . . . dzm+2dt1 . . . dtm+2 .

Let h(tm+2, zm+2) = bm+2(tm+2, zm+2)Iα
′

S′ (tm+2, t, z)(t − tm+2)(2+m−n)/2, so that from291

the inductive hypothesis we have ‖h‖∞ ≤Mn−m−2/Γ((n−m)/2). Write292

Ω(tm, zm) :=

∫ t

tm

∫ t

tm+1

∫
R2d

bm+1(tm+1, zm+1)h(tm+2, zm+2)

× (t− tm+2)(n−m−2)/2DαmP (tm+1 − tm, zm+1 − z)
×Dαm+1Dαm+2P (tm+2 − tm+1, zm+2 − zm+1)dzm+1dzm+2dtm+1dtm+2 ,

so that from Lemma (3.11) we have that

|Ω(tm, zm)| ≤ C(n−m)−1/2Mn−m−2(t− tm)(n−m−1)/2

Γ(n−m2 )
.
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Using this in293

IαS (t0, t, z0) =

∫
t0<...tm+2<t

∫
R(m+2)d

P (t1 − t0, z1 − z0)

m∏
j=1

bj(tj , zj)

×
m−1∏
j=1

DαjP (tj − tj−1, zj − zj−1)Ω(tm, zm)dz1 . . . dzmdt1 . . . dtm ,

and using the bound (3.7) several times gives294

|IαS (t0, t, z0)| ≤ Cm+1(n−m)−1/2 Mn−m−2

Γ((n−m)/2)

×
∫
t0<...tm<t

(t2 − t1)−1/2 . . . (tm − tm−1)−1/2(t− tm)(n−m−1)/2dt1 . . . dtm

= Cm+1(n−m)−1/2M
n−m−2π(m−1)/2Γ(n−m+1

2 )

Γ(n−m2 )Γ(n2 + 1)
(t− t0)n/2 ,

and the result follows when M is large enough, thus proving the induction step.295

�296

We are now ready to complete the proof of Lemma 3.5.297

Proof of Lemma 3.5. Using the chain-rule of the Malliavin derivative Dt (see [30]) we find that298

DtXs = Id +

∫ s

t

b′(u,Xu)DtXudu (3.9)

µ-a.e. for all 1 ≥ t ≥ s, where Id is the d× d identity matrix and b′ =
(

∂
∂xi

b(j)(t, x)
)

1≤i,j≤d
is the299

(bounded) space derivative of b.300

Fix 0 ≤ t′ ≤ t < 1. Then, for 1 ≥ s ≥ t we have301

Dt′Xs −DtXs =

∫ s

t′
b′(u,Xu)Dt′Xudu−

∫ s

t

b′(u,Xu)DtXudu

=

∫ t

t′
b′(u,Xu)Dt′Xudu+

∫ s

t

b′(u,Xu) (Dt′Xu −DtXu) du

= Dt′Xt − Id +

∫ s

t

b′(u,Xu) (Dt′Xu −DtXu) du.

Applying Picard iteration to the above equation we find that302

Dt′Xs −DtXs

=

(
Id +

∞∑
n=1

∫
t<s1<···<sn<s

b′(s1, Xs1) : · · · : b′(sn, Xsn)ds1 . . . dsn

)
(Dt′Xt − Id) (3.10)

in L2(µ), uniformly in s, where : denotes (non-commutative) matrix multiplication. On the other303

hand we also observe that304

Dt′Xt − Id =

∞∑
n=1

∫
t′<s1<···<sn<t

b′(s1, Xs1) : · · · : b′(sn, Xsn)ds1 . . . dsn . (3.11)
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Denote by ‖ · ‖ the maximum norm on Rd×d. Then Girsanov’s theorem, Hölder’s inequality and305

the Novikov condition in connection with (3.10) and (3.11) yield306

E
[
‖Dt′Xs −DtXs‖2

]
=E

[∥∥∥∥∥
(
Id +

∞∑
n=1

∫
t<s1<···<sn<s

b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn

)

×

( ∞∑
n=1

∫
t′<s1<···<sn<t

b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn

)∥∥∥∥∥
2

×E

 d∑
j=1

∫ 1

0

b(j)(u,Bu)dB(j)
u


≤C1

∥∥∥∥∥Id +

∞∑
n=1

∫
t<s1<···<sn<s

b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn

∥∥∥∥∥
2

L8(µ;Rd×d)

×

∥∥∥∥∥
∞∑
n=1

∫
t′<s1<···<sn<t

b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn

∥∥∥∥∥
2

L8(µ;Rd×d)

where C1 is a constant and E(Mt) denotes the Doleans-Dade exponential of a martingale Mt.307

So we obtain that308

E
[
‖Dt′Xs −DtXs‖2

]
≤ C1

∥∥∥∥∥Id +

∞∑
n=1

∫
t<s1<···<sn<s

b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn

∥∥∥∥∥
2

L8(µ;Rd×d)

×

∥∥∥∥∥
∞∑
n=1

∫
t′<s1<···<sn<t

b′(s1, Bs1) : · · · : b′(sn, Bsn)ds1 . . . dsn

∥∥∥∥∥
2

L8(µ;Rd×d)

≤ C1

1 +

∞∑
n=1

d∑
i,j=1

d∑
l1,...ln−1=1

∥∥∥∥∫
t<s1<···<sn<s

∂

∂xl1
b(i)(s1, Bs1)

∂

∂xl2
b(l1)(s2, Bs2) . . .

. . .
∂

∂xj
b(ln−1)(sn, Bsn)ds1 . . . dsn

∥∥∥∥
L8(µ;R)

)2

×

 ∞∑
n=1

d∑
i,j=1

d∑
l1,...ln−1=1

∥∥∥∥∫
t′<s1<···<sn<t

∂

∂xl1
b(i)(s1, Bs1)

∂

∂xl2
b(l1)(s2, Bs2) . . .

309

. . .
∂

∂xj
b(ln−1)(sn, Bsn)ds1 . . . dsn

∥∥∥∥
L8(µ;R)

)2

. (3.12)

Now, look at the expression310

A :=

∫
t′<s1<···<sn<t

∂

∂xl1
b(i)(s1, Bs1)

∂

∂xl2
b(l1)(s2, Bs2) . . .

∂

∂xln
b(ln)(sn, Bsn)ds1 . . . dsn. (3.13)

Then, using (deterministic) integration by parts, repeatedly, one finds that A2 can be written as311

a sum of at most 22n summands of the form312 ∫
t′<s1<···<s2n<t

g1(s1) . . . g2n(s2n)ds1 . . . ds2n , (3.14)

where gl ∈
{

∂
∂xj

b(i)(·, B·) : 1 ≤ i, j ≤ d
}

, l = 1, 2 . . . 2n. Since A4 = A2A2, we can argue similarly313

and conclude that there are at most 28n such summands (of length 4n). Using this principle once314



15

more we see that A8 can be represented as a sum of at most 232n summands of the form (3.14)315

now with lenght 8n.316

Combining this with Proposition 3.7 we get that∥∥∥∥∫
t′<s1<···<sn<t

∂

∂xl1
b(i)(s1, Bs1)

∂

∂xl2
b(l1)(s2, Bs2) . . .

∂

∂xj
b(ln−1)(sn, Bsn)ds1 . . . dsn

∥∥∥∥
L8(µ;R)

≤
(

232nC8n‖b‖8n∞ |t− t′|4n

Γ(4n+ 1)

)1/8

317

≤ 24nCn‖b‖n∞|t− t′|n/2

(4n!)1/8
. (3.15)

Then it follows from (3.12) that318

E
[
‖DtXs −Dt′Xs‖2

]
≤ C1

(
1 +

∞∑
n=1

dn+224nCn‖b‖n∞|t− s|n/2

(4n!)1/8

)2

×

( ∞∑
n=1

dn+224nCn‖b‖n∞|t− t′|(n−1)/2

(4n!)1/8

)2

|t− t′|

≤ Cd(‖b‖∞)|t− t′|

for a function Cd as claimed in the theorem.319

Similarly, we deduce the estimate for sup0≤t≤sE[‖DtXs‖2].320

�321

This concludes step one in our program and we are now coming to the second step. For a322

Borel-measurable, bounded coefficient b we gradually show the following:323

• Y bt in (3.5) is a well-defined object in the Hida distribution space (S)∗, 0 ≤ t ≤ 1, (Lemma324

3.12).325

• For any a.e. approximating sequence of uniformly bounded, smooth coefficients bn with326

compact support a subsequence of the corresponding strong solutions Xnj ,t = Y
bnj
t , fulfills327

Y
bnj
t → Y bt in L2(µ) for 0 ≤ t ≤ 1 (in particular Y bt ∈ L2(µ), 0 ≤ t ≤ 1), (Lemma 3.14).328

• We apply a transformation property for Y bt (Lemma 3.16) and identify Y bt as a Malliavin329

differential strong solution to (3.1).330

The first lemma gives a criterion under which the process Y bt belongs to the Hida distribution331

space.332

Lemma 3.12. Suppose that333

Eµ

[
exp

(
36

∫ 1

0

‖b(s,Bs)‖2 ds
)]

<∞, (3.16)

where the drift b : [0, 1] × Rd−→ Rd is measurable (in particular, (3.16) is valid for b bounded).334

Then the coordinates of the process Y bt , defined in (3.5), that is335

Y i,bt = Eµ̃

[
B̃

(i)
t E�T (b)

]
, (3.17)

are elements of the Hida distribution space.336

Proof. See [28] �337

Lemma 3.13. Let bn : [0, 1]×Rd−→ Rd be a sequence of Borel measurable functions with b0 = b338

such that339

sup
n≥0

E

[
exp

(
512

∫ 1

0

‖bn(s,Bs)‖2ds
)]

<∞ (3.18)
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holds. Then340 ∣∣∣S(Y i,bnt − Y i,bt )(φ)
∣∣∣ ≤ const · E[Jn]

1
2 · exp(34

∫ 1

0

‖φ(s)‖2 ds)

for all φ ∈ (SC([0, 1]))d, i = 1, . . . , d, where the factor Jn is defined by341

Jn =

d∑
j=1

(
2

∫ 1

0

(
b(j)n (u,Bu)− b(j)(u,Bu)

)2

du

+

(∫ 1

0

∣∣∣(b(j)n (u,Bu))2 − (b(j)(u,Bu))2
∣∣∣ du)2

)
. (3.19)

In particular, if bn approximates b in the following sense342

E[Jn]→ 0 (3.20)

as n→∞, it follows that

Y bnt → Y bt in (S)∗

as n→∞ for all 0 ≤ t ≤ 1, i = 1, . . . , d.343

Proof. See [28] �344

Lemma 3.14. Let bn : [0, 1] × Rd−→Rd be a sequence of Borel-measurable, uniformly bounded,
smooth functions with compact support which approximates a Borel-measurable, bounded coefficient
b : [0, 1]×Rd−→Rd a.e. with respect to the Lebesgue measure. Then for any 0 ≤ t ≤ 1 there exists

a subsequence of the corresponding strong solutions Xnj ,t = Y
bnj
t , j = 1, 2..., such that

Y
bnj
t −→ Y bt

for j →∞ in L2(µ). In particular this implies Y bt ∈ L2(µ), 0 ≤ t ≤ 1.345

Proof. By Corollary 3.6 we know that there exists a subsequence Y
bnj
t , j = 1, 2..., converging in346

L2(µ). Further, by boundedness obviously E[Jnj ] → 0 in (3.20), and thus Y
bnj
t → Y bt in (S)∗.347

But then, by uniqueness of the limit, also Y
bnj
t → Y bt in L2(µ). �348

Remark 3.15. Note that by well known approximation results there always exists a sequence of349

functions bn, n ≥ 1, fulfilling the assumptions in Lemma 3.14. Then Lemma 3.14 guarantees that350

we are now ready to state the following “transformation property” for Y bt .351

Lemma 3.16. Assume that b : [0, 1]× Rd−→ Rd is Borel-measurable and bounded. Then352

ϕ(i)
(
t, Y bt

)
= Eµ̃

[
ϕ(i)

(
t, B̃t

)
E�T (b)

]
(3.21)

a.e. for all 0 ≤ t ≤ 1, i = 1, . . . , d and ϕ = (ϕ(1), . . . , ϕ(d)) such that ϕ(Bt) ∈ L2(µ;Rd).353

Proof. See [34, Lemma 16] or [26]. �354

Using the above auxiliary results we can finally give the proof of Theorem 3.3.355

Proof of Theorem 3.3. We aim at employing the transformation property (3.21) of Lemma 3.16356

to verify that Y bt is a unique strong solution of the SDE (3.1). To shorten notation we set357 ∫ t
0
ϕ(s, ω)dBs :=

∑d
j=1

∫ t
0
ϕ(j)(s, ω)dB

(j)
s and x = 0. Also, let bn, n = 1, 2, ..., be a sequence of358

functions as required in Lemma 3.14 (see Remark 3.15).359

We first remark that Y b· has a continuous modification. The latter can be checked as follows:360

Since each Y bnt is a strong solution of the SDE (3.1) with respect to the drift bn we obtain from361

Girsanov’s theorem and our assumptions that362

Eµ

[(
Y i,bnt − Y i,bnu

)2
]

= Eµ̃

[(
B̃

(i)
t − B̃(i)

u

)2

E
(∫ 1

0

bn(s, B̃s)dB̃s

)]
≤ const · |t− u|
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for all 0 ≤ u, t ≤ 1, n ≥ 1, i = 1, ..., d. By Lemma 3.14 we know that363

Y
bnj
t −→ Y bt in L2(µ;Rd)

for a subsequence, 0 ≤ t ≤ 1. So we get that364

Eµ

[(
Y i,bt − Y i,bu

)2
]
≤ const · |t− u| (3.22)

for all 0 ≤ u, t ≤ 1, i = 1, ..., d. Then Kolmogorov’s Lemma provides a continuous modification of365

Y bt .366

Since B̃t is a weak solution of (3.1) for the drift b(s, x) + φ(s) with respect to the measure367

dµ∗ = E
(∫ 1

0

(
b(s, B̃s) + φ(s)

)
dB̃s

)
dµ we obtain that368

S(Y i,bt )(φ) = Eµ̃

[
B̃

(i)
t E

(∫ 1

0

(
b(s, B̃s) + φ(s)

)
dB̃s

)]
= Eµ∗

[
B̃

(i)
t

]
= Eµ∗

[∫ 1

0

(
b(i)(s, B̃s) + φ(i)(s)

)
ds

]
=

∫ t

0

Eµ̃

[
b(i)(s, B̃s)E

(∫ 1

0

(
b(u, B̃u) + φ(u)

)
dB̃u

)]
ds+ S

(
B

(i)
t

)
(φ).

Hence the transformation property (3.21) applied to b gives369

S(Y i,bt )(φ) = S(

∫ t

0

b(i)(u, Y i,bu )du)(φ) + S(B
(i)
t )(φ).

Then the injectivity of S implies that370

Y bt =

∫ t

0

b(s, Y bs )ds+Bt .

The Malliavin differentiability of Y bt follows from the fact that371

sup
n≥1

∥∥∥Y i,bnt

∥∥∥
1,2
≤M <∞

for all i = 1, . . . , d and 0 ≤ t ≤ 1. See e.g. [30].372

On the other hand our conditions allow the application of Girsanov’s theorem to any other373

strong solution. Then the proof of Proposition 3.1 (see e.g. [34, Proposition 1]) shows that any374

other solution necessarily takes the form Y bt .375

�376

Finally, we give an extension of Theorem 3.3 to a class of non-degenerate d−dimensional Itô-377

diffusions.378

Theorem 3.17. Consider the time-homogeneous Rd−valued SDE379

dXt = b(Xt)dt+ σ(Xt)dBt, X0 = x ∈ Rd, 0 ≤ t ≤ T, (3.23)

where the coefficients b : Rd −→ Rd and σ : Rd −→ Rd× Rdare Borel measurable. Require that380

there exists a bijection Λ : Rd −→ Rd, which is twice continuously differentiable. Let Λx : Rd −→381

L
(
Rd,Rd

)
and Λxx : Rd −→ L

(
Rd × Rd,Rd

)
be the corresponding derivatives of Λ and assume382

that383

Λx(y)σ(y) = idRd for y a.e.

as well as384

Λ−1 is Lipschitz continuous.
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Suppose that the function b∗ : Rd −→ Rd given by385

b∗(x) := Λx
(
Λ−1 (x)

) [
b(Λ−1 (x))

]
+

1

2
Λxx

(
Λ−1 (x)

) [ d∑
i=1

σ(Λ−1 (x)) [ei] ,

d∑
i=1

σ(Λ−1 (x)) [ei]

]
satisfies the conditions of Theorem 3.3, where ei, i = 1, . . . , d, is a basis of Rd. Then there exists386

a Malliavin differentiable solution Xt to (3.23).387

Proof. The proof can be directly obtained from Itô’s Lemma. See [28]. �388

Appendix A.389

The following result which is due to [6, Theorem 1] provides a compactness criterion for subsets390

of L2(µ;Rd) using Malliavin calculus.391

Theorem A.1. Let {(Ω,A, P ) ;H} be a Gaussian probability space, that is (Ω,A, P ) is a prob-392

ability space and H a separable closed subspace of Gaussian random variables of L2(Ω), which393

generate the σ-field A. Denote by D the derivative operator acting on elementary smooth random394

variables in the sense that395

D(f(h1, . . . , hn)) =

n∑
i=1

∂if(h1, . . . , hn)hi, hi ∈ H, f ∈ C∞b (Rn).

Further let D1,2 be the closure of the family of elementary smooth random variables with respect396

to the norm397

‖F‖1,2 := ‖F‖L2(Ω) + ‖DF‖L2(Ω;H) .

Assume that C is a self-adjoint compact operator on H with dense image. Then for any c > 0 the398

set399

G =
{
G ∈ D1,2 : ‖G‖L2(Ω) +

∥∥C−1DG
∥∥
L2(Ω;H)

≤ c
}

is relatively compact in L2(Ω).400

In order to formulate compactness criteria useful for our purposes, we need the following tech-401

nical result which also can be found in [6].402

Lemma A.2. Let vs, s ≥ 0 be the Haar basis of L2([0, 1]). For any 0 < α < 1/2 define the403

operator Aα on L2([0, 1]) by404

Aαvs = 2kαvs, if s = 2k + j

for k ≥ 0, 0 ≤ j ≤ 2k and405

Aα1 = 1.

Then for all β with α < β < (1/2), there exists a constant c1 such that406

‖Aαf‖ ≤ c1

‖f‖L2([0,1]) +

(∫ 1

0

∫ 1

0

|f(t)− f(t′)|2

|t− t′|1+2β
dt dt′

)1/2
 .

A direct consequence of Theorem A.1 and Lemma A.2 is now the following compactness criteria407

which is essential for the proof of Corollar 3.6:408

Corollary A.3. Let a sequence of F1-measurable random variables Xn ∈ D1,2, n = 1, 2..., be such
that there exist constants α > 0 and C > 0 with

sup
n
E
[
‖DtXn −Dt′Xn‖2

]
≤ C|t− t′|α

for 0 ≤ t′ ≤ t ≤ 1 and

sup
n

sup
0≤t≤1

E
[
‖DtXn‖2

]
≤ C .

Then the sequence Xn, n = 1, 2..., is relatively compact in L2(Ω).409



19

References410

[1] A.N. Borodin, P. Salminen, Handbook of Brownian Motion & Facts and Formulae. Second edition. Birkhauser411
Verlag, (2002).412

[2] A. Bressan, W. Sheng, On discontinuous differential equations. In: Differential Inclusions and Optimal Control,413
Lect. Notes Nonlin. Anal., 2 (1988), 73–87.414

[3] R. Buckdahn, Y. Ouknine, M. Quincampoix, On limiting values of stochastic differential equations with small415
noise intensity tending to zero. Bull. Sci. math. 133 (3) (2009), 229–237.416

[4] T-S. Chiang, C-H. Hwang, On the non-uniqueness of the limit points of diffusions with a small parameter.417
Stochastics 10 (2) (1983), 149–153.418

[5] T-S. Chiang, S-J. Sheu, Large deviation of diffusion processes with discontinuous drift and their occupation419
times. Annals of Probability 28 (1) (2000), 140–165.420

[6] G. Da Prato, P. Malliavin, D. Nualart, Compact families of Wiener functionals. C. R. Acad. Sci. Paris, Sr. I421
315 (1992), 1287–1291.422

[7] A. M. Davie, Uniqueness of solutions of stochastic differential equations. Int. Math. Res. 24, Article ID rnm423
124, (2007), 26 P.]424

[8] G. Di Nunno, B. Øksendal, F. Proske, Malliavin Calculus for Lévy Processes with Applications to Finance.425
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