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Abstract

The discovery of correlated insulating states and superconductivity in magic-angle
bilayer graphene has highlighted the twist angle between two-dimensional materials
as a new pathway to engineer exotic phases of matter. Since then, the experimental
realization and theoretical understanding of these phenomena have become some of
the most active research topics in contemporary condensed matter physics. However,
precise control of the twist angle and direct probing of the material’s electronic struc-
ture remain challenging. In this work, we utilize the Quantum Twisting Microscope
as a novel approach to create continuously twistable interfaces and for momentum-
resolved tunneling measurements. Additionally, we provide a comprehensive theo-
retical perspective on the electronic properties of layered graphene systems and their
characterization through twist angle dependent tunneling spectroscopy.
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Chapter 1

Introduction

Richard P. Feynman, in his seminal lecture “There is Plenty of Room at the Bottom,”
posed the following question: “What could we do with layered structures with just
the right layers? What would the properties of materials be if we could really arrange
the atoms the way we want them? They would be very interesting to investigate
theoretically. I can’t see exactly what would happen, but I can hardly doubt that
when we have some control of the arrangement of things on a small scale, we will get
an enormously greater range of possible properties that substances can have, and of
di!erent things that we can do...”[1]. In this visionary lecture, Feynman foresaw a
future where artificial materials could be engineered with bespoke properties.

(a) Atoms in graphite form bonds
extending in only two dimensions.

(b) The ‘Scotch-tape method’ involves peeling
successive layers using adhesive tape.

Figure 1.1 Mechanical exfoliation of graphene from bulk graphite. Adapted
from [2].

A significant milestone towards realizing Feynman’s vision occurred in 2004 when

1
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Andrei Geim and Konstantin Novoselov successfully isolated a single layer of graphene
from bulk graphite using a straightforward technique known as mechanical exfolia-
tion with Scotch tape (Fig.3.2) [3]. This breakthrough was followed by the success-
ful exfoliation of numerous other two-dimensional (2D) materials, including isolated
monolayers of hexagonal boron nitride (hBN), molybdenum disulfide (MoS2), tung-
sten diselenide (WSe2), various dichalcogenides, and layered oxides [4].

Inspired by the graphene revolution, research into 2D materials has burgeoned into
a vast field, with thousands of publications on various aspects of graphene appearing
annually [4]. Building upon this foundation, the realization of artificial materials
has become a reality. By utilizing isolated 2D materials as building blocks, we can
engineer and design matter at the macromolecular level by stacking di!erent 2D
crystals on top of each other. The fundamental principle is straightforward: take a
monolayer, place it on top of another monolayer or a crystal with a few layers, add
another 2D crystal, and so on (Fig.1.2).

Figure 1.2 An illustration of the assembly of artificial materials through
stacking di!erent 2D crystals. Adapted from [4].

The resulting stack constitutes an artificial material assembled in the desired se-
quence. The emerging interlayer interactions between adjacent layers are highly
specific, depending on the atomic constituents of the interacting layers and their
relative arrangements at the interface. These parameters allow us to fine-tune the
electronic properties of the system.

In recent years, significant e!orts have been directed towards engineering flat bands
around the Fermi level (EF), a research area experiencing rapid advancements
across various lattice systems. A particularly important example is twisted bilayer
graphene, which consists of two graphene layers stacked and rotated relative to each
other by an angle ω (Fig.1.3) [5].
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Numerical calculations demonstrate that at specific ”magic angles,” the electron
velocity nearly vanishes along the entire band, resulting in the formation of a flat
band [6]. This flat band inherently emphasizes the critical role of many-body e!ects.
The problem of interacting electrons within flat bands is exceedingly complex, yet it
is certain that fascinating phenomena occur. Indeed, they do: Cao et al. discovered
insulating behavior [7] and superconductivity [8] in twisted bilayer graphene at the
magic angle ω → 1.1→, attributed to many-body e!ects, which emerge due to the flat
band.

Figure 1.3 Illustration of the rotational misalignment between graphene lay-
ers. Adapted from [5].

Six years after this groundbreaking discovery in 2018, researchers continue to explore
the intricate and exotic properties of twisted bilayer graphene, striving to fully
understand its unique behavior.

However, direct momentum-resolved measurements have proved to be challenging.
The most capable method in the experimentalist’s arsenal is Angle-Resolved Pho-
toemission Spectroscopy (ARPES). A typical setup, depicted in Fig.1.4a, consists of
a light source, a sample holder attached to a manipulator, and an electron spectrom-
eter. To suppress any interaction with gas molecules and protect the sample surface
from adsorbates, ARPES is performed in ultra-high vacuum (UHV) chambers [9].

Through interaction with the light field, electrons in an initial band state with
two-dimensional crystal momentum k and energy E(k) are excited to a free-space
final state with three-dimensional momentum p, kinetic energy Ekin, and an angle
ε relative to the surface normal, by incident photons with energy ⊋ϑ, provided
the photon energy is large enough to overcome the binding energy EB. Energy
conservation ensures that Ekin = ⊋ϑ + E(k) ↑ EB.

As the electron crosses the surface barrier, only the component of p that is parallel
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(a) Typical laboratory setup. Helium discharge lamp
as an ultraviolet light source, sample holder attached
to a vacuum manipulator, and hemispherical electron
energy analyzer.

(b) ARPES spectrum of a two-
dimensional electronic state. The en-
ergy exhibits a free-electron-like mo-
mentum dependence E(k) ↓ ⊋2k2

2m→ .
Figure 1.4 Angle-resolved photoemission spectroscopy working principle.
Adapted from [10].

to the surface, p||, is preserved. Its magnitude is given by

|k| = 1
⊋ |p||| = 1

⊋ |p| sin ε, |p| =
√

2meEkin, (1.1)

where ε is measured between the surface and the spectrometer (azimuth angle is
neglected in this illustration).

By analyzing the energy and momentum of the outgoing electrons, electron emission
intensity maps I(ε, Ekin), i.e., electron counts per kinetic energy and emission angle
channel, can be obtained. Using the above relationship, this allows reconstruction
of the energy dispersion E(k) of the solid. Figure 1.4b depicts the spectrum of a
two-dimensional system with parabolic dispersion.

For graphene-like two-dimensional materials, the most limiting factor for ARPES
studies is their size. Two-dimensional crystal flakes produced by mechanical exfoli-
ation have the highest quality but typically measure only 1–50µm, which is smaller
than the typical beam spot size of 25–100µm in conventional ARPES experiments.
Further collimation to a size comparable to the samples requires special optical el-
ements, whose critical disadvantage is beam e”ciency, often causing a loss of more
than 90% of the incident beam [11]. Additionally, identifying flakes with the desired
layer number and directing the light for ARPES measurements to the exact same
spot is challenging in a UHV environment [9].

Figure 1.5 displays the ARPES spectra collected from a graphene monolayer and
twisted bilayer graphene (TBG). The monolayer spectrum shows the typical linear
band dispersion characteristic of graphene. In contrast, the spectrum from TBG
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Figure 1.5 ARPES spectrum of graphene (left) and TBG (right). Adapted
from [12].

exhibits a sharp feature near the Fermi level, corresponding to the flat electronic
band. The presence of such a flat band implies a singularity in the density of states.
Accordingly, the system may reduce the total electronic ground state energy via
an energy gap opening, thereby triggering the emergence of the observed exotic
quantum phase transitions. However, due to the resolution limit of this ARPES
measurements, these predicted finer substructures are broadened out.

TBG systems are just one example within the broader family of materials that can
host flat electronic bands. The creation and investigation of other moiré superlattice-
induced flat bands in related van der Waals heterostructure systems have become one
of the most active research topics in current condensed matter physics. This seem-
ingly simple twist has opened up a Pandora’s box of new possibilities for realizing
interacting topological phases, superconductivity, magnetism, and other many-body
states of matter [5].

In conclusion, there are two major obstacles to advancing this field. The first is the
precise control of the twist angle. It is one of the critical parameters that determine
the electronic behaviour of materials such as TBG; altering it by merely one-tenth
of a degree can transform the material from an exotic superconductor into an un-
conventional insulator. The second challenge is the experimental characterization of
the band structure. Detailed access to the electronic structure of these materials is
essential for a more quantitative understanding of moiré physics and the utilization
of the extraordinary properties.

A new experimental concept is called for to overcome these challenges. In order to
realise these exotic states, the in-situ tuning of the twist angle in the MAGIC state
would be desirable. Secondly, a local probe measurement technique is required to
circumvent the inherent twist-angle inhomogeneity in a device and also provide an
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Figure 1.6 a The quantum twisting microscope, which can be used to control
the angular alignment between one or more sheets comprising single layers
of atoms, such as graphene. The microscope consists of a pyramid-shaped
tip that is covered in one sheet (of graphene, for example), and brought into
contact with a second sample on a rotator. b In this way, the microscope
can be used to control the angular alignment of such layers in situ. c The
device can also measure and change the way in which the energy of electrons
in the multilayered structure depends on their momentum. In this mode,
the electrons move through an added barrier layer of an insulating material.
Adapted from [13].

energy resolution that allows correlation e!ects to be resolved.

A novel scanning probe microscopy technique developed by Inbar et al. [14], the
Quantum Twisting Microscope (QTM), promises great potential to meet these chal-
lenging requirements. The QTM replaces the conventional sharp tip of an atomic
force microscope with a tip composed of a flat layer of a 2D material, such as a
monolayer of graphene. This unique configuration allows the QTM to bring the tip
layer into controlled contact with the surface of a sample material at a specified twist
angle, ω, enabling the on-demand creation of tailored moiré superlattices. Measuring
the current flowing between the tip and the sample, allows the characterization of
the interlayer interaction at the two-dimensional interface.

Moreover, the QTM o!ers a powerful new approach to resolving electronic energy
bands, presenting significant advantages over traditional ARPES measurements.
Unlike ARPES, which relies on inducing transitions between Bloch states and free
space states and subsequently measuring the electron current as a function of kinetic
energy and angle, the QTM operates by inducing a tunneling current between the
tip and sample through a tunneling barrier via an applied bias voltage Vb. This cur-
rent is governed by the interference of the tip and sample wavefunctions, allowing
an electron to tunnel only if its wavefunctions on both sides of the interface match
exactly in energy and momentum. The QTM’s twisting capability is used to identify
the angle at which this alignment occurs: as the tip is continuously twisted rela-
tive to the sample, the corresponding wavefunctions also undergo relative rotation.
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When these wavefunctions match on both sides of the interface, tunneling occurs,
and the QTM can map the position. By analyzing the angles at which electrons
cross the interface, as revealed by the current spectrum I(ω, Vb), the band structure
of the material under investigation can be determined.

This thesis provides a comprehensive theoretical examination of the electronic prop-
erties of graphene-based systems and the description of bias and twist angle de-
pendent interlayer transport between graphene layers, which is then applied for the
interpretation of the QTM measurements conducted. Furthermore, we provide a
method of fabricating the QTM tips.

The structure of this thesis is as follows: In Chapter 2, we explore the electronic
properties of graphene layers in detail. Chapter 3 describes the experimental se-
tups, including the fabrication and characterization methods employed. Chapter 4
introduces the theoretical framework for interlayer transport between graphene lay-
ers and examines the electrostatics of the QTM junction. Based on this theory, we
simulate the expected dynamics and compare them with the experimental results.
Finally, Chapter 5 presents our conclusions.
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Chapter 2

Band Structure of
Graphene-based Systems

This chapter focuses on the study of the crystal and band structures of the materials
of interest. First, we introduce the concept of Bravais lattices and the tight-binding
method. Next, we apply these formalisms to analyze the properties of monolayer
and bilayer graphene in detail. Finally, we extend our examination to multi-layer
graphene systems.

Figure 2.1 Adapted from [15].

9
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2.1 Lattices

In this section, we introduce the terminology required to describe various types of
periodic structures in both real and reciprocal space.

2.1.1 Bravais Lattices

A Bravais lattice is a periodic array of points where the environment around any
point is identical to that around any other point. This lattice is generated by an
infinite set of vectors #, where the addition of any two vectors in the set results
in another vector within the set. # can be defined by an integer sum of linearly
independent basis vectors, known as primitive lattice vectors ai. In two dimensions,
a Bravais lattice # can be expressed as:

# =
{

r = n1a1 + n2a2

∣∣∣∣∣ (n1, n2)T ↔ Z2
}

(2.1)

The choice of basis vectors is not unique, as illustrated in Fig.2.2, where both sets
of vectors generate the same square lattice.

Figure 2.2 Illustration of two di!erent sets of basis vectors generating the
same square lattice. Adapted from [16].

A primitive unit cell is a region of space that contains a single lattice point and,
when translated by the primitive lattice vectors ai, tessellates the space. This means
that when many such identical regions are stacked together, they completely fill all
of space, reconstructing the lattice. Primitive unit cells are also not unique. As an
example, let’s look again at the 2-dimensional square lattice in Fig.2.3.

Figure 2.3 Di!erent choices of primitive unit cells. Adapted from [16].
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Within a fundamental cell $, points relative to a lattice site are referenced by the
set of vectors:

$ =
{

d = m1a1 + m2a2

∣∣∣∣∣ (m1, m2)T ↔ [0, 1)2
}

. (2.2)

Not all atomic lattices of interest are Bravais lattices. However, the framework is
applicable by decomposing the lattice into repeating groups of atoms, where each
group sits on an underlying Bravais lattice # (Fig.2.4). The resulting unit cell
consists of several atomic constituents displaced from a vertex by vectors di, defining
the so-called basis. The entire lattice is then described by the union of the Bravais
lattice and the basis ↗i{# + di} [16].

Figure 2.4 Inner structure of a unit cell, where [m1, m2] are the relative
positions of the atomic constituents in terms of the basis vectors. Adapted
from [17].

2.1.2 The Reciprocal Lattice

Given a 2D Bravais lattice #, defined by primitive vectors ai, the reciprocal lattice
#ω is defined by the set of points [16]

#ω =
{

G = l1b1 + l2b2

∣∣∣∣∣

(
l1, l2

)T
↔ Z2

}

, (2.3)

where the reciprocal lattice vectors bi satisfy

ai · bj = 2ϖϱij. (2.4)

This condition can also be stated as
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eiG·r = 1 ↘ r ↔ #, G ↔ #ω. (2.5)

Due to the periodic structure in reciprocal space (k-space), it is possible to define
a unit cell known as the Brillouin zone (BZ). The first Brillouin zone $↑ is the unit
cell centered around the point k = 0, defined as

$↑ =
{

k = h1b1 + h2b2

∣∣∣∣∣

(
h1, h2

)T
↔ [0, 1)2

}

. (2.6)

States in reciprocal space that are related by reciprocal lattice vectors G are indis-
tinguishable, meaning all information is contained within $↑. Additionally, several
points within the BZ are related by symmetry and are thus indistinguishable; these
are the high symmetry points, illustrated in Fig.2.5.

Figure 2.5 Brillouin zone of a square lattice with high symmetry points ”,
M , and X. Adapted from [18].

For a finite two-dimensional sample with length L and applying the Born–von
Kármán boundary condition [19], the number of possible k-components is

ki = 2ϖ

L
mi, i ↔ {x, y}, mi ↔ Z. (2.7)

The local density of k-states of an L ≃ L sample per unit area per k-space element
is therefore

ς(k) = g

L2

(2ϖ

L

)↓2
= g

(2ϖ)2 , (2.8)

where g accounts for the degeneracy of each state.
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2.2 Band Structure

Now that we have established the terminology for describing periodic structures, we
can proceed to understand how electrons behave when moving in the presence of a
fixed lattice

2.2.1 Bloch’s Theorem

“When I started to think about it, I felt that the main problem was to
explain how the electrons could sneak by all the ions in a metal.... I
found to my delight that the wave di!ered from a plane wave of free
electron only by a periodic modulation. This was so simple that I didn’t
think it could be much of a discovery, but when I showed it to Heisenberg
he said right away, ‘That’s it.’.”

Felix Bloch

Consider an electron moving in a potential V (x) which has the periodicity of a
Bravais lattice #,

V (x + r) = V (x) ↘ r ↔ # (2.9)

Bloch’s theorem states that the energy eigenstates (Fig.2.6) take the form

φk(x) = eik·x uk(x) (2.10)

where uk(x) has the same periodicity as the lattice,

uk(x + r) = uk(x) ↘ r ↔ #. (2.11)

The energy eigenstates are labeled by the wavevector k ↔ $↑, called the crystal
momentum [16].

Figure 2.6 Bloch wave, consisting of a periodic function modulated by a
plane wave. Adapted from [20].
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2.2.2 Tight Binding Model

In this section, we introduce the tight-binding method, a theoretical framework
widely employed to compute the electronic band structure of crystalline materials.
This approach e!ectively breaks down the complex quantum dynamics of electrons
into a manageable set of localized atomic interactions, known as hopping terms ↼,
which encapsulate the strength of electron transfers between neighboring atomic
sites.

We begin with the Hamiltonian that governs the motion of electrons within a peri-
odic lattice potential:

H = p2

2m
+ Vlattice(x), (2.12)

where p denotes the momentum operator, m is the electron mass, and Vlattice(x)
represents the periodic potential generated by the underlying lattice structure [16].

Due to the periodic nature of Vlattice(x), the eigenstates of H exhibit Bloch form.
However, the specific functional form of uk(x) depends intricately on the internal
configuration of a unit cell, a detail that varies between di!erent materials and will
be elucidated for graphene based systems in subsequent sections.

To proceed, we define an arbitrary basis of electronic states {|r, n⇐} localized in a unit
cell at r ↔ #, where n ↔ {1, . . . , N}. They span the Hilbert space H := ↽2(Z2;CN),
which encompasses all possible electronic configurations within the lattice. We de-
compose the complete wavefunction at lattice site r as a linear combination weighted
with coe”cients cn:

|u(r)⇐ =
∑

n

cn |r, n⇐ . (2.13)

We write wavefunctions in the Bloch domain L2($↑;CN) as |k⇐, where k ↔ $↑. The
unitary Bloch transform H ⇒ L2($↑;CN) is given by

|k⇐ = 1⇑
Ñ

∑

r↔!
eik·r |u(r)⇐ = 1⇑

Ñ

∑

r↔!
eik·r ∑

n

cn |r, n⇐ , (2.14)

where Ñ is the number of lattice sites. For convenience, we write the Bloch state as

|k⇐ =
∑

n

cn |k, n⇐ , |k, n⇐ = 1⇑
Ñ

∑

r↔!
eik·r |r, n⇐ . (2.15)

We interpret cn as the contribution from a sublattice consisting only of n-type or-
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bitals. The expected energy is then given by

E(k) = ⇓k|H|k⇐
⇓k|k⇐ . (2.16)

First, consider the denominator:

⇓k|k⇐ = 1
Ñ

∑

r,r→↔!
eik·(r↓r→) ∑

n,n→
cω

n→cn ⇓r↗, n↗|r, n⇐ = 1
Ñ

∑

r,r→↔!
e↓ik·(r→↓r) ∑

n,n→
cω

n→⇀n→,n(r↗, r)cn,

(2.17)

where ⇀n→,n(r↗, r) = ⇓r↗, n↗|r, n⇐ measures the overlap of the n-th state localized at
lattice site r and the n↗-th state localized at r↗. Assuming that the coupling term
to only depend on the relative distance between lattice sites %r = r↗ ↑ r (two point
approximation) and since by definition %r ↔ #, we can write

⇓k|k⇐ = 1
Ñ

∑

r,r→↔!
e↓ik·(r→↓r) ∑

n,n→
cω

n→⇀n→,n(r↗ ↑ r)cn = 1
Ñ

∑

”r↔!
e↓ik·”r ∑

n,n→
cω

n→⇀n→,n(%r)cn.

(2.18)
Applying the same procedure for the numerator results in

⇓k|H|k⇐ = 1
Ñ

∑

r,r→↔!
eik·(r↓r→) ∑

n,n→
cω

n→cn ⇓r↗, n↗|H|r, n⇐ = 1
Ñ

∑

”r↔!
e↓ik·”r ∑

n,n→
cω

n→↼n→,n(%r)cn,

(2.19)

where we introduced the hopping parameters ↼n→,n(%r), which characterize the
strength of the transition from an n state to an n↗ state with relative distance
%r of the respective lattice site (Fig.2.7) [16].

Figure 2.7 Hopping terms in 1D crystal with two-atomic basis. Adapted
from [21].
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We determine the coe”cients {cn} by a variational ansatz. To find the ground state,
we minimize E(k) with respect to all cn. Accordingly, we solve

⇁E(k)
⇁cω

n→
= 1

⇓k|k⇐
⇁

⇁cω
n→

⇓k|H|k⇐ ↑ ⇓k|H|k⇐
⇓k|k⇐2

⇁

⇁cω
n→

⇓k|k⇐ = 0, (2.20)

which simplifies to

⇁

⇁cω
n→

⇓k|H|k⇐ ↑ E(k) ⇁

⇁cω
n→

⇓k|k⇐ = 0. (2.21)

Inserting the expressions for ⇓k|H|k⇐ and ⇓k|k⇐ leads to the secular equation

∑

”r↔!
e↓ik·”r ∑

n

[↼n→,n(%r) ↑ E(k)⇀n→,n(%r)] cn = 0. (2.22)

In the following, we assume that electrons are ”tightly bound” to their orbital centers
and neglect the overlap with neighboring states. Thus, ⇀n→,n(%r) = ϱn→,nϱ(%r).
Moreover ↼n→,n(%r) decays with increasing %r, so only a set of vectors pointing to
near sites {ωi} needs to be considered. This simplifies the equation to

∑

i

e↓ik·εi
∑

n

↼n→,n(ωi)cn = E(k)cn→ . (2.23)

The resulting expression is an eigenvalue problem with the tight-binding Hamilto-
nian H(k), defined by [16]

Hn→,n(k) =
∑

i

e↓ik·ωi↼n→,n(ωi). (2.24)

In matrix form, if we include N localized states at each site, H(k) becomes an N ≃N

matrix:





H1,1 · · · H1,N

... . . . ...
HN,1 · · · HN,N



 =






i e↓ik·ωi↼1,1(ωi) · · · 

i e↓ik·ωi↼1,N(ωi)
... . . . ...


i e↓ik·ωi↼N,1(ωi) · · · 

i e↓ik·ωi↼N,N(ωi)



 . (2.25)

The matrix equation reads as
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



H1,1 · · · H1,N

... . . . ...
HN,1 · · · HN,N









c1
...

cN



 = E(k)





c1
...

cN



 . (2.26)

The resulting functions E(k) : $↑ ⇒ R are known as the Bloch band functions,
defining the energy of an electron occupying the state |k⇐ [22].

2.2.3 Density of States and Material Classes

”I first heard of this when Fowler was explaining it to one of Rutherford’s
closest collaborators, who said ‘very interesting’ in a tone which implied
that he was not interested at all. Neither was I.”

Nevil Mott,
recollecting the glorious moment he first learned
of the di!erence between metals and insulators.

In the context of 2D-materials, the density of states (DOS) describes the number of
states per unit surface per unit energy. It is defined as follows [23]:

DOS(E) = 1
A

∑

k
ϱ(E ↑ E(k)), (2.27)

where A denotes the surface area, and the summation extends over all k-states
within the BZ.

(a) Linear Dispersion. (b) Parabolic Dispersion. (c) Contour in k-space.

Figure 2.8 Illustrations of typical dispersion relations in E-k-space. Adapted
from [24].

Typically, one is interested in the behavior of the DOS near special points where
the bands exhibit a minimum or maximum. Figure 2.8a depicts the case of a linear
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dispersion, while Fig.2.8b illustrates the parabolic case. In both instances, we as-
sume rotational symmetry for the low-energy regime, such that the band structure
E(k) can be locally approximated around the extremal point k0 by:

E(k) = E0 + ⊋vF |k ↑ k0| + ⊋2

2m↑ |k ↑ k0|2 + O(|k ↑ k0|3), (2.28)

where E0 = E(k0), vF = 1
⊋⇁kE(k)

∣∣∣
k=k0

, and m↑ = ⊋2

ϑ2
kE(k)

∣∣∣
k=k0

.

For subsequent analysis, we neglect the constant term E0 and define q = k ↑ k0.
Consequently, fig.2.8a can be approximated to first order by E(q) = ⊋vF |q|. For
fig.2.8b, the lowest non-vanishing order is quadratic, thus characterized by E(q) =
⊋2|q|2
2m↑ .

These approximations enable the determination of the DOS in the low-energy regime.
Notably, due to rotational symmetry, all states with the same energy E ↗ lie on a
circle with radius q↗ = |q(E ↗)| (fig.2.8c). The total number of states below an energy
E ↗ can be expressed as:

∑

|q|<q→
=

 q→

0
2ϖ|q| ς(q) d|q| =

 E→

0
2ϖ|q| ς(q) ⇁|q|

⇁E
dE =

 E→

0
DOS(E) dE, (2.29)

where ς(q) results from the discrete structure of k-space (eq.2.8). For a linear
dispersion |q(E)| = |E|

⊋vF
:

DOS(E) = 2ϖ
E

⊋vF

g

(2ϖ)2
⇁

⇁E

(
E

⊋vF

)
= gE

2ϖ⊋2v2
F

. (2.30)

For a parabolic dispersion |q(E)| =
⇑

2m↑|E|
⊋ :

DOS(E) = 2ϖ

⇑
2m↑E

⊋
g

(2ϖ)2
⇁

⇁E

⇑
2m↑E

⊋



= gm↑

2ϖ⊋2 . (2.31)

The DOS allows for the classification of solids into four categories: metals, semi-
metals, semiconductors, and insulators [19]. The critical factor is the position of the
Fermi level EF, which represents the energy of the highest occupied state at T = 0.
Figure 2.9 illustrates the di!erent cases.

Metals feature a large DOS(EF), with EF lying within a band, which is hence
partially filled. In contrast, semi-metals are distinguished from metals by having a
negligible density of states at the Fermi level.

If DOS(E) = 0 around the Fermi level, no free states are available, implying that
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Figure 2.9 Electronic Structure of Solids. Adapted from [25].

EF lies between two bands, within a so-called band gap of size EG. At T = 0K,
all states of the lower band (valence band) are completely occupied with electrons,
while the band above (conduction band) is empty. Such materials are classified as
insulators (EG > 4eV ) or semiconductors (EG < 4eV ) [24].

Electrons in a fully filled band cannot carry any current [19]. Thus, excitation
of electrons from the valence band to the conduction band is required to enable
charge transport. The transition of an electron into an empty conduction band
state creates a vacancy in the valence band. This so-called hole can be treated as a
positively charged quasi-particle moving through the solid with the opposite wave
vector kh = ↑ke of the removed electron.
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2.3 From Carbon to Graphene

“Graphene consists of a single molecular layer of carbon atoms tightly
bonded to form an ultra-thin, ultra-durable sheet. It is almost transpar-
ent and weighs practically nothing, yet is the toughest material known
to science – two hundred times stronger than steel and stronger even
than diamonds. In principle, you could balance an elephant on a pencil
and then place the pencil point on a sheet of graphene without breaking
or tearing it. As a bonus, graphene also conducts electricity.”

Michio Kaku

2.3.1 The Carbon Atom

Figure 2.10 Carbon in the periodic table. Adapted from [26].

Carbon, with an atomic number of 6, has six electrons. Neglecting electron-electron
interaction, the single-particle Hamiltonian H on H := ↽2(CN) and the correspond-
ing eigenvalue problem of the free carbon atom are defined as follows:

Figure 2.11 Potential V.
Adapted from [16].

H = p2

2m
+ Vion(x), H |n⇐ = En |n⇐ ,

where Vion describes the attractive interaction of an elec-
tron with the positively charged core, and {|n⇐} with
n ↔ {1, ..., N} is the set of eigenstates, e.g., atomic or-
bitals.

Due to the spherical symmetry of the atomic poten-
tial, the orbital function can be separated into the ra-
dial and angular parts. The latter can be represented
by the spherical harmonics Yl,m(ε, ϕ), which are labeled by the angular momentum
l ↔ {s, p, d, . . .} := {0, 1, 2, . . .} and the magnetic quantum number m. The angular
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dependence of the s and p orbitals is given by:

Y0,0(ε, ϕ) = 1⇑
4ϖ

, (2.32)

Y1,0(ε, ϕ) = i


3

4ϖ
cos ε, (2.33)

Y1,±1(ε, ϕ) = ⇔i


3

8ϖ
sin ε exp (⇔iϕ), (2.34)

where ε and ϕ are polar angles. Rather than taking Yl,m(ε, ϕ) as basis functions for
the p-orbitals, it is more convenient to choose their orthonormalized linear combi-
nations:

i⇑
2

[Y1,1(ε, ϕ) ↑ Y1,↓1(ε, ϕ)] =


3
4ϖ

sin ε cos ϕ, (2.35)

i⇑
2

[Y1,1(ε, ϕ) + Y1,↓1(ε, ϕ)] =


3
4ϖ

sin ε sin ϕ, (2.36)

↑iY1,0(ε, ϕ) =


3
4ϖ

cos ε, (2.37)

which define representations of the states |px⇐ , |py⇐ , and |pz⇐ [23]. The orbitals of the
second shell are visualized in fig.2.12. The 2s orbital remains completely spherical
symmetric, while the 2p orbitals are asymmetrical with respect to the nodal plane
and rotationally symmetrical along their corresponding alignment axis. Successive
filling of the eigenstates results in the electronic configuration for the ground state
shown in fig.2.15a. The 1s and 2s orbitals are completely filled, whereas two of the
2p orbitals are each occupied by only one electron.

Figure 2.12 Orbital Shapes of the Second Shell. Adapted from [27].

2.3.2 From Atoms to Crystals

When many atoms come together, they can form a crystal lattice, within which each
atom is surrounded by other atoms interacting through their respective Coulomb
potentials. To account for this emerging crystal field, the potentials of all surround-
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ing ion nuclei must be included in the energy term. For a general lattice, we can
write:

Vcrystal(x) =
∑

r↔!

∑

m

V m
ion(x ↑ r), (2.38)

where r defines the lattice site of a unit cell and m indexes the contribution of all
ions within (Fig.2.13).

To get the new eigenstates, we would have to solve the corresponding new eigenvalue
problem. However, with a few assumptions, the rough charge distribution can be
surmised without explicitly solving the eigenvalue equation.

Figure 2.13 Crystal lattice potential composed of several atomic potentials.
Adapted from [16].

Hybridization describes this construction of new basis states from the superposition
of the eigenstates of the unperturbed Hamiltonian. First, we assume that the crystal
field is not so strong that energy states of di!erent shells would be mixed. Conse-
quently, the new base states should be composed of the 2s and 2p orbitals of the
second shell. On the other hand, the overlap of neighboring wave functions should
be maximized. This allows the formation of molecular orbitals spread over the whole
molecule, thereby increasingly delocalizing electrons, which reduces the kinetic en-
ergy. This leads to the formation of covalent bonds, which lower the ground state
energy compared to a loose group of carbon atoms.

These assumptions motivate the following ansatz for the new set of hybrid orbitals:

|sp2
1⇐ = 1⇑

3
|2s⇐ ↑


2
3 |2py⇐ , (2.39)

|sp2
2⇐ = 1⇑

3
|2s⇐ +


2
3

⇑
3

2 |2px⇐ + 1
2 |2py⇐



, (2.40)

|sp2
3⇐ = ↑ 1⇑

3
|2s⇐ +


2
3



↑
⇑

3
2 |2px⇐ + 1

2 |2py⇐


, (2.41)

Here, we mixed the 2s-orbital and two 2p-orbitals, a method known as sp2-hybridization
[23]. The resulting hybrid orbitals are shown in Fig.2.14.
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Figure 2.14 sp2-hybrid orbitals. Adapted from [27].

The charge density of the sp2-hybrids is now concentrated much further away from
the nucleus, which maximizes the overlap of the wave functions with those of neigh-
boring atoms. The corresponding maxima lie in the xy-plane and are separated from
each other by angles of 120 degrees. This leaves us with the remaining pz orbitals,
which do not participate in the hybridization process and point out of the plane.
This results in a new electronic configuration depicted in fig.2.15b.

(a) Before Hybridization. (b) After Hybridization.

Figure 2.15 Orbital Configuration.

Due to these inter-atomic interactions, carbon atoms can form the energetically
favorable lattice configuration shown in Fig.2.16a. This is the hexagonal crystal
structure of graphene, also known as the honeycomb structure. The sp2-hybrids
substantially overlap and form strong σ-bonds. The resulting large binding energy
gained during the formation of a covalent bond gives rise to the ultra-strong me-
chanical properties of the graphene lattice (Fig.2.16b).

(a) Lattice geometry. (b) Mechanical strength.

Figure 2.16 Origin of the mechanical properties. Adapted from [28][29].
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2.4 Monolayer Graphene

Our qualitative analysis has led to the conclusion that the pronounced anisotropy
of the σ-orbitals is responsible for the formation of the hexagonal lattice structure,
whereas the ϖ-orbitals play a pivotal role in determining the electronic properties
of graphene. In the subsequent sections, we will employ the methodologies we have
developed to provide a quantitative description of both the crystal structure and
the electronic properties of graphene.

2.4.1 Crystal Structure

Figure 2.17 (a) Real-space honeycomb graphene lattice. The lattice consists
of two overlapping Bravais sublattices, A (gray dots) and B (black dots). The
primitive unit cell is drawn as a shaded area. a1 and a2 are the primitive
lattice vectors. ω1, ω2, and ω3 are vectors pointing from a B atom to its
nearest A atoms. (b) Reciprocal unit cell of graphene drawn as a shaded
area. b1 and b2 are the primitive vectors of the reciprocal lattice. Dirac
points K (black dots) and K↗ (gray dots) are marked. Adapted from [30].

Monolayer graphene (MLG) is a two-dimensional crystal of carbon atoms arranged in
a hexagonal structure. The typical carbon-carbon spacing between adjacent atoms
is approximately a = 1.42Å. However, the lattice is not a Bravais lattice because
not all points share the same surroundings. To illustrate this, consider a single
hexagon from the lattice as shown in Fig.2.17a. Each of the black points has a
neighbor directly to the left and two neighbors diagonally to the right. The gray
dots, however, have one neighbor directly to the right and two neighbors diagonally
to the left. In fact, this is a trigonal lattice with a diatomic basis, characterized by
the primitive lattice vectors [30]
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a1 =
⇑

3a

2




⇑

3
↑1



 , a2 =
⇑

3a

2




⇑

3
1



 (2.42)

and the basis vectors

dblack =


0
0



 , dgrey =


↑a

0



 . (2.43)

As depicted in Fig.2.17, the black vertices form the triangular sublattice B, while
the gray vertices form the displaced sublattice A.

Each lattice ion of a specific sublattice has three nearest neighbors from the other
sublattice. Their relative positions from a B-atom are defined by the set of vectors
{ωi} given by

ω1 = a

2



 1
↑

⇑
3



 , ω2 = a

2



 1⇑
3



 , ω3 =


↑a

0



 . (2.44)

The vectors to the six next-nearest neighbors {ω↗
i}, situated on the same sublattice,

are defined by

ω↗
1 = a1, ω↗

2 = ↑a1, ω↗
3 = a2 ↑ a1, (2.45)

ω↗
4 = a2, ω↗

5 = ↑a2, ω↗
6 = ↑(a2 ↑ a1). (2.46)

Besides the evident three-fold rotational symmetry around the center (C3-symmetry)
and the mirror symmetry with respect to the xy-plane (σxy-symmetry), it is impor-
tant to note that even though neighboring carbon atoms occupy symmetrically non-
equivalent sites, they are still indistinguishable particles. This grants the graphene
crystal inversion symmetry (I-symmetry).

The corresponding reciprocal lattice also forms a hexagonal structure with reciprocal
basis vectors [30]
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b1 = 2ϖ

3a



 1
↑

⇑
3



 , b2 = 2ϖ

3a



 1⇑
3



 . (2.47)

In the following chapter, the corner points of the BZ will play a significant role. Some
of these corners are linked by translations via reciprocal lattice vectors, allowing
them to be divided into two groups of three equivalent reciprocal lattice points
each. Representatives of the two inequivalent points in the Brillouin zone are given
by K and K↗, with the positions:

K = 2ϖ

3
⇑

3a




⇑

3
1



 , K↗ = 2ϖ

3
⇑

3a




⇑

3
↑1



 . (2.48)

The points K and ↑K↗ di!er by the reciprocal lattice vector G = b1 ↑ b2, so the
point K↗ is equivalent to ↑K.

Time-reversal symmetry (T -symmetry) inverts the sign of time and consequently
has the e!ect k ⇒ ↑k. In the same way that sublattices A and B are linked by
I-symmetry, T -symmetry maps K to ↑K and therefore to K↗.

2.4.2 Band Structure

In this section, we employ the tight-binding method to explicitly calculate the band
structure of graphene. Given that graphene has a two-atomic basis, we use the
atomic states of the A-atoms {|r, nA⇐} and the B-atoms {|r, nB⇐} as our basis.

Following the arguments in Sec.2.2.2, we construct the Bloch state as

|k⇐ = 1⇑
2Ñ

∑

r↔!
eik·r



cA

∑

nA

cnA |r, nA⇐ + cB

∑

nB

cnB |r, nB⇐


. (2.49)

To determine the band structure, we consider the set of all hopping terms {↼n→,n(%r)},
which represent the coupling strengths between atomic orbitals. Each carbon atom
in the unit cell contributes three sp2-orbitals and one pz-orbital, resulting in eight
bands upon solving the eigenvalue problem. However, symmetry considerations al-
low us to identify decoupled orbitals.

The sp2-orbitals are mirror-symmetric with respect to the xy-plane, while the pz-
orbitals are asymmetric, changing the sign of phase. Due to the σxy-symmetry of
the crystal potential, overlap integrals involving a pz- and an sp2-orbital vanish.
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Accordingly, these two types of orbitals are decoupled and contribute to di!erent
bands.

Furthermore, these two band systems occupy di!erent energy regimes. Strong cou-
pling ↼ϖ arises from the substantial overlap of the sp2-orbitals, leading to significant
energy splitting into bonding and antibonding configurations. Consequently, the
resulting σ-bands are positioned far from the Fermi level. In contrast, the weaker
overlap of pz orbitals (↼ϱ ↖ ↼ϖ) results in ϖ-bands that are situated at lower energies
[17].

Given that electronic properties are mainly determined by low energy dynamics near
the Fermi level, we focus on the low energy bands emerging from the pz-orbitals
(Fig.2.18).

Figure 2.18 Conduction and Valence bands originating from an extensive
ω-bonding network. Adapted from [31].

We compose the wave functions of electrons in graphene as elements of the Hilbert
space HMLG := ↽2(Z2;C2), comprising the pz states {|r, A⇐ , |r, B⇐} from the A-
and B-sublattices at lattice site r ↔ #. In the Bloch domain L2($↑;C2), this is
represented as:

|k⇐ = 1⇑
2

(|k, A⇐ + |k, B⇐) = cA⇑
2Ñ

∑

r↔!
eik·r |r, A⇐ + cB⇑

2Ñ

∑

r↔!
eik·r |r, B⇐ . (2.50)

The tight-binding Hamiltonian matrix elements are given by eq.2.24, where n, n↗ ↔
{A, B}.

Initially, we consider only the coupling to the three nearest neighbors, resulting
in the three non-zero hopping parameters ↼B,A(ω1), ↼B,A(ω2), and ↼B,A(ω3). The
Hamiltonian matrix then becomes:
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H =


 ↼A,A(0) 
i ↼A,B(↑ωi)eik·ωi


i ↼B,A(ωi)e↓ik·ωi ↼B,B(0)



 (2.51)

Due to graphene’s inversion symmetry (I-symmetry), we can set ↼A,A(0) = ↼B,B(0) =
0. The C3-symmetry enforces the equivalence of all three hopping processes, so
↼B,A(ωi) = ↼A,B(↑ωj) for i, j ↔ {1, 2, 3}. Thus, the eigenvalue problem is:



 0 ↑↼0f(k)
↑↼0f(k)↑ 0







c1

c2



 = E(k)


c1

c2



 , (2.52)

where the tight-binding parameter is defined as [32]:

↼0 = ↑ ⇓A|H|B⇐ = ↑ ⇓B|H|A⇐ → 3eV, (2.53)

and the function f(k) describing phase accumulation is evaluated as:

f(k) =
∑

i

eik·ωi (2.54)

= eik·ω1 + eik·ω2 + eik·ω3 (2.55)

= 1 + eik·a1 + eik·a2 . (2.56)

The energy eigenvalues are:

E(k) = ±|↼0f(k)|, (2.57)

which can be expressed as:

E(k)2 = ↼2
0

∣∣∣1 + eik·a1 + eik·a2
∣∣∣
2

= ↼2
0

∣∣∣∣∣1 + 2e3ikxa/2 cos
⇑

3kya

2

∣∣∣∣∣

2

. (2.58)

Expanding this, we obtain the Bloch Band function [16]:

E(k) = ±↼0



1 + 4 cos 3kxa

2 cos
⇑

3kya

2 + 4 cos2
⇑

3kya

2 . (2.59)

In eq.2.59, the plus sign corresponds to the conduction band (ϖ↑-band), and the mi-
nus sign corresponds to the valence band (ϖ-band). The energy band structure and
the corresponding DOS are illustrated in Fig.2.19a. Notably, the energy spectrum
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is a double cover of the first Brillouin zone, symmetric about E = 0.

(a) Band structure and DOS.

(b) Energy surface plot. (c) Contour plot of the conduction band.
Figure 2.19 Electronic structure of MLG.

First, let us examine the extreme energy cases at the !-point (k = 0). Here, the
eigenenergies are E = ±3↼0, corresponding to the eigenstates [cA, cB] = 1↘

2 [1, ⇔1],
respectively. For the valence band state, the amplitudes cA and cB of the wave
functions for sublattices A and B share the same sign, resulting in bonding orbitals
that are highly delocalized, thus lowering the energy (fig.2.20). Conversely, the
conduction band state at ! is linked to antibonding orbitals, where cA and cB have
opposite signs, leading to a high curvature of the wave function and increased kinetic
energy (fig.2.21).

Figure 2.20 Bonding configuration within a diatomic unit cell. Adapted
from [27].
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Figure 2.21 Antibonding configuration within a diatomic unit cell. Adapted
from [27].

Throughout the lattice, the unit cell orbitals are translated along a1 and a2 without
any phase change (since k = 0), forming the ϖ-orbital network shown in fig.2.22.
Consequently, in the ϖ-band, all interactions are bonding with respect to each neigh-
bor, while in the ϖ↑-band, all interactions are antibonding, resulting in the largest
possible energy separation [33].

(a) Bonding network. (b) Antibonding network.
Figure 2.22 Bonding and antibonding orbital networks at the !-point.

When examining energies closer to zero, we encounter saddle points in the electron
energy spectrum at the M-point. These regions feature flat bands and a large DOS,
creating distinct peaks in the DOS plot at the M-point energy. Again, the energy
separation at M is explained by the bonding (ϖ) and antibonding (ϖ↑) states. Given
that the M-point corresponds to k =

(
ϱ
a , 0

)
, there is a real-space modulation with a

wavelength of ▷ = a
2 . A translation along a1 involves phase reversal, whereas along

a2, there is no phase change.

Figure 2.23 shows that in the ϖ-band, each carbon atom bonds with two neighbors
and antibonds with the third, with the reverse occurring in the ϖ↑-band. Thus, the
energy separation at M is approximately one-third of that at &, given by E = ±↼0

[33].

In the low-energy regime of graphene, a notable phenomenon occurs: the bands
meet at the K and K↗ points, where cos

(
3kxa

2

)
= ↑1 and cos

(↘
3kya
2

)
= 1

2 . Near
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(a) Bonding network. (b) Antibonding network.
Figure 2.23 Bonding and antibonding orbital networks at the M-point.

these points, the energy dispersion is linear, forming cone-like surfaces. As discussed
in Sec.2.2.3, this results in a linear decrease in the DOS as we approach zero energy.

At the K-point, bonding and antibonding configurations are degenerate. Given that
|K| = 4ϱ

3a , the modulation wavelength is ▷ = 3a
2 . This indicates that the wave lacks

the crystal’s periodicity, preventing the placement of a node at every unit cell, as
shown in Fig.2.24. Inspection reveals that bonding and antibonding interactions
around any carbon atom exactly cancel out, resulting in the degeneracy at the K-
point [33].

(a) Bonding network. (b) Antibonding network.
Figure 2.24 Bonding and antibonding orbital networks at the K-point.

In summary, the bands are widely separated at !, less separated at M, and degener-
ate at K. This behavior is explained by the modulation of bonding and antibonding
orbitals. However, apart from these special points, a graphene eigenstate is not
strictly bonding or antibonding within a unit cell.

Next, let us consider hopping to the six next-nearest neighbors defined by {ω↗
i}.

These neighbors reside on the same sublattice, contributing only to the diagonal
terms HA,A and HB,B, which characterize intra-sublattice hopping processes. By
symmetry, we set ↼A,A(ω↗

i) = ↼B,B(ω↗
i) = ↑↼n → 0.3eV [34]:
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HA,A = HB,B = ↑↼n

∑

i

eikω→
i (2.60)

= ↑↼n

∑

i

(
eikai + e↓ikai

)
(2.61)

= ↑↼n

∑

i

2 cos(kai), (2.62)

where the summation is over the lattice vectors a1, a2, and a3 = a2 ↑ a1.

Substituting the values of ai, we define:

g(k) =
∑

i

2 cos(kai) (2.63)

= 2


cos


3kxa

2 +
⇑

3kya

2



+ cos


3kxa

2 ↑
⇑

3kya

2



+ cos(
⇑

3kya)


(2.64)

= 2


2 cos


3kxa

2



cos
⇑

3kya

2



+ cos(
⇑

3kya)


. (2.65)

The corresponding eigenvalue equation takes the form:



 ↑↼ng(k) ↑↼0f(k)
↑↼0f ↑(k) ↑↼ng(k)







c1

c2



 = E(k)


c1

c2



 . (2.66)

Finally this result in the Bloch band function [35]:

E(k) = ±↼0|f(k)| ↑ ↼n|f(k)|2 + 3↼n (2.67)

Henceforth we subtract the constant term 3↼n.

As illustrated in Fig.2.25a, the next-nearest neighbor contribution breaks electron-
hole symmetry without altering the Hamiltonian’s behavior near the conical points.
This observation is noteworthy because, typically, even slight perturbations elim-
inate such degeneracies and open a band gap. However, in graphene, the gapless
state is protected by a combination of inversion and time-reversal symmetry (IT -
symmetry) (Sec.2.4.1). Hence, any perturbation that respects these symmetries
cannot induce a gap. This robust degeneracy at the K points enables graphene to
exhibit exotic properties, as discussed in the subsequent section.



2.4. MONOLAYER GRAPHENE 33

(a) Band structure and DOS.

(b) Energy surface plot. (c) Contour plot of the conduction band.
Figure 2.25 Electronic structure of MLG including next nearest neighbour
interaction.

2.4.3 Low Energy Physics

“CERN on the desk.”

Mikhail Katsnelson

Graphene exhibits a linear dispersion relation in the low-energy regime. Given that
only one electron per carbon atom contributes, only the lower band with E(k) < 0
is occupied. Consequently, the Fermi surface in graphene consists of just two points,
K and K↗, where the bands intersect. This makes graphene a prime example of a
semi-metal.

Most physical phenomena and carrier transitions occur at energy levels around the
Fermi level. Thus, we expand the Hamiltonian near the K point, assuming |k↑K| ↖
|K|. Setting k = q + K, we expand:
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f(k) = 1 ↑ 2e3iqxa/2 cos


ϖ

3 +
⇑

3qya

2



(2.68)

= 1 ↑ 2e3iqxa/2


1
2 cos

⇑
3qya

2



↑
⇑

3
2 sin

⇑
3qya

2



(2.69)

→ 1 ↑ 2
(

1 + 3iqxa

2 + . . .
) (1

2 ↑ 3qya

4 + . . .
)

(2.70)

→ 3a

2 (iqx ↑ qy) (2.71)

Introducing the Fermi velocity vF = 3ς0a
2⊋ , the low-energy Hamiltonian can be ex-

pressed as:

H ↗
K = ⊋vF



 0 iqx ↑ qy

↑iqx ↑ qy 0



 = ↑⊋vF (qxσy + qyσx), (2.72)

where σx and σy are Pauli matrices. The chosen orientation of the honeycomb lattice
has resulted in a slightly inconvenient form for the Hamiltonian. To simplify, we
rotate the system by 90→. The corresponding SU(2)-transformation U ↔ SU(2) is
given by U = eiφϖz/2:

HK = U↓1H ↗
KU (2.73)

=


e↓iϱ/4 0
0 eiϱ/4







 0 ⊋vF (iqx ↑ qy)
↑⊋vF (iqx + qy) 0







eiϱ/4 0
0 e↓iϱ/4



(2.74)

=


 0 ⊋vF (qx ↑ iqy)
⊋vF (qx + iqy) 0



 (2.75)

= ⊋vF (qxσx + qyσy) (2.76)

= ⊋vF q · ε, (2.77)

where ε = [σx, σy]. A similar equation is obtained near the K↗ point:

HK→ = ⊋vF q · ε↑. (2.78)

This formulation represents the Dirac equation for a massless particle in two dimen-
sions. However, instead of the speed of light c, the particles move with the Fermi
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Figure 2.26 Low energy band structure and DOS calculated using the tight-
binding method.

velocity vF . The corresponding Bloch band function is:

E(k) = ±⊋vF |q|, (2.79)

and the eigenstates are [30]:

⇓r|K + q⇐ = φ±,K(r) = eiqr
⇑

2



 1
±eiφq



 , ⇓r|K↗ + q⇐ = φ±,K→(r) = eiqr
⇑

2



±eiφq

1



 ,

(2.80)

for K and K↗, respectively, where ωq = arctan
(

qy

qx

)
. These conical points are thus

known as Dirac points, while the cones are referred to as Dirac cones.

There are, however, important distinctions to be made. In the original Dirac equa-
tion, the 2 ≃ 2 matrix structure arises due to the electron’s spin. In this context,
the upper component defines the probability amplitude for the spin-up state, while
the lower component corresponds to the spin-down state. In graphene, the emer-
gent “spin” degree of freedom stems from the presence of two sublattices, A and B.
Therefore, the spinor represents the quantum mechanical amplitudes for di!erent
sublattices rather than spin projections. This is why it is referred to as pseudospin
[16].

The formal similarity between ultrarelativistic particles and electrons in graphene
renders graphene an ideal platform for studying various quantum relativistic e!ects.

This linear approximation holds only as long as |q|a ↖ 1, as illustrated in the con-
tour plot in Fig.2.27. In this regime, graphene exhibits circular iso-energetic lines.
At higher energy and momentum q, a triangular perturbation of these circular lines,
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known as trigonal warping, arises. This e!ect occurs because the band structure fol-
lows the symmetry of the crystal lattice inherent in the full momentum dependence
of the function f(k).

Figure 2.27 Low energy surface plot and contour plot of the conduction
band.

2.5 Bilayer Graphene

Due to the attractive van der Waals force, two monolayers of graphene can form a
stable coupled system known as bilayer graphene (BLG). The emergent interlayer
interaction alters the structural and electronic properties of the material, which is
the focus of this chapter.

2.5.1 Crystal Structure

(a) Hopping terms. (b) Unit cell as shaded area.
Figure 2.28 BLG lattice, consisting of four overlapping trigonal Bravais sub-
lattices A1, B1, A2 and B2. Adapted from [36].

The crystal structure of the most stable configuration of BLG is illustrated in
Fig.2.28a. The second carbon layer is rotated by 60° relative to the first layer
(arbitrary twist angles will be explored in Sec.2.7.6). The layers are separated by a
distance of L = 3.35Å [34].
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Consequently, the system acquires a three-dimensional character due to the finite
extent in the z-direction. However, the crystal can still be e!ectively described as a
two-dimensional system, by projecting the relative positions of the atoms onto the
xy-plane.

The projected positions of the atoms are depicted in Fig.2.28b. The crystal lattice
and the corresponding reciprocal lattice can be generated using the same choice of
primitive vectors as in MLG, but now with a four-atomic basis, since each graphene
layer contributes two atoms per unit cell. The respective sublattices are labeled A1,
B1 for the lower layer and A2, B2 for the upper layer. Due to the 60° rotation, one of
the atoms from the lower layer (B1) is directly below an atom (A2) from the upper
layer. These two atomic sites are referred to as ’dimer’ sites because their electronic
orbitals are coupled together by a relatively strong interlayer interaction. The other
two atoms, A1 and B2, do not have a counterpart directly above or below them;
they sit in the center of the other layer’s hexagon and are referred to as ’monomer’
sites [36].

2.5.2 Band Structure

In the tight-binding description of BLG, we consider the four 2pz orbitals of the
four atomic sites in the unit cell, allowing us to write the wavefunctions as elements
of HBLG := ↽2(Z2;C2) ↙ ↽2(Z2;C2), derived from the pz states {|r, A1⇐, |r, B1⇐,
|r, A2⇐, |r, B2⇐} associated with atoms at lattice site r ↔ #. In the Bloch domain,
L2($↑;C2) ↙ L2($↑;C2), we decompose the wavefunction in the basis {|k, 1, A⇐,
|k, 1, B⇐, |k, 2, A⇐ ,|k, 2, B⇐}. Following eq.2.24, the Hamiltonian can be represented
as a 4 ≃ 4 matrix:

H =





0 ↑↼0f(k) ↼4f(k) ↑↼3f ↑(k)
↑↼0f ↑(k) 0 ↼1 ↼4f(k)
↼4f ↑(k) ↼1 0 ↑↼0f(k)
↑↼3f(k) ↼4f ↑(k) ↑↼0f ↑(k) 0




, (2.81)

where the tight-binding parameters are defined as [32]:

↼0 = ↑ ⇓A1|H|B1⇐ = ↑ ⇓A2|H|B2⇐ → 3.0eV, (2.82)

↼1 = ⇓A2|H|B1⇐ → 0.4eV, (2.83)

↼3 = ↑ ⇓A1|H|B2⇐ → 0.3eV, (2.84)

↼4 = ⇓A1|H|A2⇐ = ⇓B1|H|B2⇐ → 0.1eV. (2.85)
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The upper-left and lower-right 2≃2 blocks of H describe intralayer interactions and
are straightforward generalizations of the MLG Hamiltonian.

The upper-right and lower-left 2 ≃ 2 blocks of H describe interlayer coupling. The
parameter ↼1 characterizes coupling between dimer sites B1 and A2. Since this is a
vertical coupling, the corresponding terms in H do not include f(k), which accounts
for the finite in-plane hopping. The parameter ↼3 describes interlayer coupling
between non-dimer sites A1 and B2, while ↼4 accounts for coupling between dimer
and non-dimer sites A1 and A2 or B1 and B2. Both ↼3 and ↼4 involve a component of
in-plane hopping. Each atom on one layer has three equidistant nearest neighbors on
the other layer, and the corresponding in-plane components are analogous to nearest-
neighbor hopping within a single layer. Thus, these ”skew” interlayer hoppings (e.g.,
⇓A1|H|B2⇐ , ⇓A1|H|A2⇐ , and ⇓B1|H|B2⇐) contain the phase factor f(k) [36].

Figure 2.29 Band structure and DOS calculated using the tight-binding
method.

The resulting four energy bands are illustrated in Fig.2.29. These bands consist of
two conduction bands and two valence bands. Given that ↼0 ∝ ↼1, across most
of the Brillouin zone where ↼0|f(k)| ∝ ↼1/2, the energy can be approximated as
E↼

± → ±(↼0|f(k)| + ⇀↼1/2). This approximation suggests that the ⇀ = ±1 bands
resemble the MLG bands but are split by the interlayer coupling term ↼1. As
discussed in Sec.2.4.2, the intralayer interaction is most pronounced at the !-point,
resulting in a significant energy gap of the order of ↼0, while it vanishes at the
K-point [36].

Since BLG contributes four electrons per unit cell, only the two lower bands are
occupied, positioning the Fermi level at the intersection of the two low-energy bands,
thus exhibiting a semi-metallic characteristic [33].
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Figure 2.30 Energy surface plot and contour plot of the conduction band in
BLG.

2.5.3 Low-Energy Physics

At the K-point, two bands touch at zero energy, forming what are referred to as ’low-
energy’ bands, while the other conduction and valence bands (termed ’high-energy’
bands) remain separated by approximately 2↼1. The Hamiltonian describing this
scenario is depicted in Fig.2.31.

Figure 2.31 Energy bands at the K-point.

The energy of the Bloch states at the K-point arises solely from vertical interlayer in-
teractions. For the high-energy states, the amplitudes associated with the monomer
sites cA1 and cB2 diminish as k approaches K. Consequently, electrons in these
states are primarily localized on the dimer sites. The energy splitting originates
from the formation of bonding or antibonding orbital configurations, as shown in
Fig.2.32 [33].

Conversely, for electrons in the touching bands, the dimer site amplitudes cB1 and
cA2 vanish as k approaches K. Hence, the ’low-energy’ bands are generated from
hopping between the monomer sites. Due to the absence of vertical interaction,
these states remain at zero energy (Fig.2.33).

To further extend our analysis to band states in the vicinity of the K-points, we
apply a similar approach to that in Sec.2.4.3, expanding f(q + K) for small |q|,
where q = k ↑ K. In the intermediate energy range (↼3/↼0)2↼1 < E < ↼1, it is
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Figure 2.32 High-energy band orbital configurations at the K-point.
Adapted from [27].

Figure 2.33 Low-energy band orbital configurations at the K-point. Adapted
from [27].

justifiable to neglect terms proportional to ↼3 and ↼4. The Hamiltonian can then be
approximated as:

H =





0 ⊋vF (qx ↑ iqy) 0 0
⊋vF (qx + iqy) 0 ↼1 0

0 ↼1 0 ⊋vF (qx ↑ iqy)
0 0 ⊋vF (qx + iqy) 0




,

leading to the Bloch band functions:

E↼
±(q) = ±↼1

2





1 +


2⊋vF

↼1

2

|q|2 + ⇀



 , (2.86)

where the ± signs correspond to the conduction and valence bands, respectively,
and ⇀ = ±1 denotes the higher and lower energy bands [36].

The function E↼
±(q) transitions from an approximately linear dispersion E↓1

± (q) →
±⊋vF |q| at large momentum to a quadratic one E↓1

± (q) → ± p2

2m↑ with an e!ective
mass m↑ = ς1

2v2
F

. This behavior is reflected in the DOS. At zero energy, there is a
notable onset, transitioning to linear behavior, followed by a second onset due to
the parabolic high-energy band edge (Sec.2.2.3).

In addition to the vertical interlayer hopping that imparts a ‘mass’ ′ ↼1 to the elec-
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(a) Band structure and DOS.

(b) Energy surface plot. (c) Contour plot of the conduction band.
Figure 2.34 Low-energy electronic structure of BLG

trons, additional ”skew” interlayer couplings ↼3 and ↼4 are present. It is convenient
to introduce the e!ective velocities v3 = 3ς3a

2⊋ and v4 = 3ς4a
2⊋ .

The v3 term is particularly relevant at low energies because it directly couples the A1

and B2 orbitals, which constitute the two low-energy bands. For energies |E| ↖ ↼1,
the low-energy bands can be described by [36]:

E↓
±(q) =



(⊋v3|q|)2 ↑ v3⊋3|q|3
m↑ cos (3ωq) +

(⊋2|q|2
2m↑

)2
, (2.87)

(a) ε3 = 0.005ε0. (b) ε3 = 0.1ε0. (c) ε3 = 0.2ε0.
Figure 2.35 Contour plots showing the e!ects of varying ε3.
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Compared to MLG, the term with cos (3ωq) introduces a second source of trigonal
warping, manifesting along the directions ωq = 0, 2

3ϖ, 4
3ϖ. In Fig.2.35, we illustrate

the impact of increasing ↼3 in the intermediate energy regime, further distorting the
circular isoenergetic lines around the K point.

Lastly, interlayer hopping ↼4 between a non-dimer and a dimer site introduces
electron-hole asymmetry. This e!ect is also shown in the intermediate energy regime
in Fig.2.36. For energies |E| ↖ ↼1, the low-energy dispersion can be approximated
as:

E↓
±(q) = ±⊋2|q|2

2m↑

(
1 ± 2 v4

vF

)
, (2.88)

where the e!ect of trigonal warping has been neglected [36].

(a) ε4 = ↑0.005ε0. (b) ε4 = ↑0.1ε0. (c) ε4 = ↑0.2ε0.
Figure 2.36 Band structure plots showing the e!ects of varying ε4.

2.6 From Graphene to Graphite

As we transition from MLG to BLG, we can extend this to few-layer graphene (FLG)
systems by vertically stacking N layers. The energetically most stable configuration
is the Bernal stacking order, which is predominant in naturally occurring few-layer
graphene systems. When N ⇒ ∞, the material is referred to as graphite.

2.6.1 Crystal Structure

Bernal stacking occurs when successive layers are alternately rotated by +60→ and
↑60→. For instance, consider the transition from bilayer to trilayer graphene. While
the second layer is rotated by 60→ relative to the first layer to create bilayer graphene,
the third layer is rotated by ↑60→ relative to the second layer, aligning it directly
above the first layer. This stacking configuration results in the crystal structure
depicted in Fig.2.37a. The unit cell is defined by the previous lattice vectors but now
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contains 2N atoms. The dimer of BLG transforms into an N -component multimer,
while the remaining N atoms can be treated as monomer states.

(a) cross-section. (b) Hopping terms.
Figure 2.37 Crystal structure of FLG. Adapted from [37].

2.6.2 Band Structure

The band structure of few-layer graphene systems can be analyzed similarly to
MLG and BLG by projecting the interatomic distances onto a 2D plane. For N -
layer graphene, we work in the Hilbert space HF LG := L2($↑;C2)≃N with the basis
{|k, 1, ⇀⇐ , |k, 2, ⇀⇐ , . . . , |k, N, ⇀⇐} and the eigenvector [c↼1 , c↼2 , . . . , c↼N ], where ⇀ ↔
{A, B}. The Hamiltonian is block diagonal and can be constructed as [38]:

H =





H0 V 0 · · · 0
V † H0 V † · · · 0
0 V H0

. . . ...
... ... . . . . . . V

0 0 · · · V † H0





where the interlayer terms are given by:

H0 =


 0 ↑↼0f(k)
↑↼0f ↑(k) 0



 , V =


↼4f(k) ↑↼3f ↑(k)
↼1 ↼4f(k)





The coupling terms describe the same hopping processes as in bilayer graphene, with
next-nearest layer interactions (↼2 and ↼5) being neglected. The band structures and
DOS for trilayer, tetralayer, pentalayer, and decalayer graphene are illustrated in
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fig.2.38. Variations are particularly notable in the DOS plots. With an increasing
number of layers, the DOS shows additional peaks at the M-point energy and several
new onsets at the !-point energy, corresponding to flat bands and band edges,
respectively.

(a) Trilayer graphene. (b) Tetralayer graphene.

(c) Pentalayer graphene. (d) Decalayer graphene.
Figure 2.38 Band structures and DOS of FLG systems.

2.6.3 Low-Energy Physics

The low-energy Hamiltonian for N -layer graphene can be approximated by [39]:

HF LG =





H0 V 0 · · · 0
V † H0 V † · · · 0
0 V H0

. . . ...
... ... . . . . . . V

0 0 · · · V † H0





where

H0 =


 0 ⊋vF (qx ↑ iqy)
⊋vF (qx + iqy) 0



 , V =


 0 0
↼1 0





The resulting energy spectrum of N-layer graphene is given by [39]:

E(q) = ↼1 cos
(

rϖ

N + 1

)
±



⊋vF |q|2 + ↼2
1 cos2

(
rϖ

N + 1

)
(2.89)
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The bands of trilayer, tetralayer, pentalayer, and decalayer graphene in the low-
energy regime are shown in Fig.2.39. An even-odd layer number e!ect is observed.
Near K, the band structure of odd N and even N layer graphene resembles N

parabolic bilayer-like bands. For odd N , the mode with r = N+1
2 resembles a

monolayer-like band with linear dispersion. For q ⇒ 0, the system can be modeled
by the multimer consisting of N atoms and N decoupled monomers. Analogous to
bilayer graphene, the lowest energy bands result from the non-bonding monomers,
creating N zero-energy states at K. The multimer features N di!erent orthog-
onal configuration states. For even N , there are full bonding and anti-bonding
states, forming the highest energy bands, while semi-bonding and anti-bonding
states form bands at lower energy. For odd N , the multimer additionally features
a non-bonding configuration forming the (N + 1)-fold degenerate zero-energy level
with the monomers. The DOS plots feature additional onsets, corresponding to the
increased number of band edges in the low energy regime.

(a) Trilayer graphene. (b) Tetralayer graphene.

(c) Pentalayer graphene. (d) Decalayer graphene.
Figure 2.39 Low-energy band structures of FLG systems.

2.7 Twisted Graphene Layers

The QTM’s working principle relies on the interlayer transport between the tip and
the sample. In this chapter, we develop a quantitative description of the dynamics
at the interface of two twisted graphene layers. The following analysis is essentially
built upon the work of Bistritzer et al. [40][6].
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2.7.1 Moiré Lattice

Instead of a rotation of 60°, we consider now arbitrary relative rotations between two
stacked layers of graphene, which generates a moiré pattern. This pattern manifests
as alternating bright and dark fringes, corresponding to localized ’AA’- and ’AB’-
rich regions, as illustrated in Fig.2.40. The AA-regions represent areas where each
sublattice site in the top layer coincides with the lower layer. In contrast, the AB-
regions resemble Bernal-stacked layers where the layers are arranged so that one of
the atoms from the lower layer, B1, is directly below an atom, A2 [41].

Figure 2.40 Moiré pattern resulting from alternating regions of AA and AB
stacking. Adapted from [30][42][43].

A unit cell of the moiré pattern is defined by connecting these local ’AA’- or ’AB’-
regions. The moiré periodicity aM is the distance between two nearest ’AA’- or
’AB’-regions. Assuming that the top layer is rotated anticlockwise by ω/2 and the
bottom layer is rotated clockwise by the same amount, such that the relative twist
angle between them is ω, we can define the new lattice from the primitive lattice
vectors of the unrotated lattice {ai} and the two-atomic basis {di} as follows:

#1 =


i

{

r(1) = R+φ/2(n1a1 + n2a2 + di)
∣∣∣∣∣

(
n1, n2

)T
↔ Z2

}

(2.90)

#2 =


i

{

r(2) = R↓φ/2(n↗
1a1 + n↗

2a2 + di)
∣∣∣∣∣

(
n↗

1, n↗
2
)T

↔ Z2
}

(2.91)

where Rφ is the rotation matrix describing rotation by ω about the origin of a 2D
coordinate system:

Rφ =


cos ω ↑ sin ω

sin ω cos ω



 (2.92)
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For smaller twist angles, the moiré periodicity aM is much larger than the lattice
constant of graphene a, resulting in a moiré-cell containing a significantly large
number of atoms. Note that this apparent moiré periodicity is an approximate
periodicity in a sense that the corners of the moiré unit cell may not align with the
same atomic configuration, as depicted in Fig.2.41. Consequently, the number of
atoms in one hexagon may di!er from another [41].

(a) Center of two AA-regions
marked in red.

(b) Close-up of the center of two
AA-regions.

Figure 2.41 Primitive translations in the moiré lattice may not reproduce
the same atomic configuration. Adapted from [43].

In twisted bilayer graphene (TBG), the underlying structure is exactly periodic only
at certain twist angles. At these angles, the exact stacking repeats in any direction,
and a chosen unit cell contains precisely the same number of carbon atoms as in any
other throughout the crystal. These are commensurate structures. Every vector
rM within the resulting Moiré Lattice #M can be represented by vectors of the
MLG-systems [41]:

rM = n1a(1)
1 + n2a(1)

2 = n↗
1a

(2)
1 + n↗

2a
(2)
2 (2.93)

Commensurability is defined by the condition #1 ∈ #2 ∋= {0}, which is fulfilled for
a set of angles ω0. For instance, the moiré unit cell for the commensurate angle
ω0 → 38.2→ is illustrated in Fig.2.42a. All corner positions of the purple rhombus
feature the same atomic configuration, making this unit cell a periodic repeating
unit. In Fig.2.42b, we illustrate the entire spectrum of these commensurate angles.
The range of interest is narrowed down by considering that TBG with ω + 120→ is
identical to TBG with ω due to C3-symmetry. Furthermore, TBG with ↑ω is a mirror
image of TBG with ω. Hence, we confine ourselves to the range of 0→ < ω < 60→.
It is evident that commensuration easily forms around 0°, whereas for larger twist
angles, especially around 30°, incommensurate superlattices are more common [44].
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(a) Unit cell (purple rhombus) at com-
mensurate angle ϑ0 → 38.2→. The top
(bottom) atoms are represented by dots
(circles) and the A (B) sublattices in
each layer are colored blue (red).

(b) ϑ-distribution for forming
commensurate TBG. The corre-
sponding Moiré period is repre-
sented by the length of solid line
(with logarithmic scale).

Figure 2.42 Commensurate and incommensurate angles. Adapted from
[45][44].

2.7.2 Moiré Reciprocal Lattice

In the previous section, we observed the emergence of AA and AB stacking regions
upon twisting. This results in a modulation of the interlayer coupling strength with
the periodicity of the moiré lattice. Here, we aim to develop the corresponding
momentum space representation in detail.

We start by decomposing the Hamiltonian of the TBG system, HTBG, into contri-
butions from the two rotated monolayers, H1 and H2, and the interlayer interaction,
V [41]:

HTBG = H1 + H2 + V. (2.94)

To describe the emerging dynamics in the Bloch domain L2($↑;C2) ↙ L2($↑;C2),
we use the Bloch basis {|k, l, ⇀⇐}, representing electrons in layer l ↔ {1, 2} and
sublattice ⇀ ↔ {A, B}, with the real-space representation:

|k, l, ⇀⇐ = 1⇑
N

∑

r(l)

eik·(r(l)+d(l)
ω ) |r(l), ⇀⇐ , (2.95)

where {r(l)} are the lattice vectors pointing to unit cells in layer l and {d(l)
↼ } defines

the two-atomic basis within a unit cell (eq.2.43).

Consider the interlayer matrix element:

T ↼,↼→

k,k→ = ⇓k, 1, ⇀|V |k↗, 2, ⇀↗⇐ , (2.96)

which corresponds to an electron hopping from sublattice ⇀↗ in the bottom layer
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with momentum k↗ to sublattice ⇀ in the top layer with momentum k. Inserting
eq.2.95 results in:

T ↼,↼→

k,k→ = 1
N

∑

r(1),r(2)

e↓ik·(r(1)+d(1)
ω )+ik→·(r(2)+d(2)

ω→ ) ⇓r(1), ⇀|V |r(2), ⇀↗⇐ (2.97)

= 1
N

∑

r(1),r(2)

e↓ik·(r(1)+d(1)
ω )+ik→·(r(2)+d(2)

ω→ )↼(r(1) ↑ r(2) + d(1)
↼ ↑ d(2)

↼→ ) (2.98)

= 1
N2|$|

∑

r(1),r(2)

∑

p
ei(p↓k)·r(1)

ei(k→↓p)·r(2)
ei(p↓k)·d(1)

ω ↓i(p↓k→)·d(2)
ω→ ↼⇐(p) (2.99)

=
∑

G(1),G(2)

↼⇐(k + G(1))
|$| ei(G(1)·d(1)

ω ↓G(2)·d(2)
ω→ )ϱk+G(1),k→+G(2) (2.100)

In the second line, we introduced the interlayer hopping matrix element ↼⇐ defined
by:

⇓r(1), ⇀|V |r(2), ⇀↗⇐ = ↼⇐(r(1) ↑ r(2) + d(1)
↼ ↑ d(2)

↼→ ). (2.101)

In the third line, we inserted the Fourier transform of the hopping element:

↼⇐(r(1) ↑ r(2) + d(1)
↼ ↑ d(2)

↼→ ) = 1
|$|N

∑

p
↼(p)eip·(r(1)↓r(2)+d(1)

ω ↓d(2)
ω→ ), (2.102)

where |$| is the area of the unit cell $. In the fourth line, we evaluated the sum
using the orthogonality relation:

1
N

∑

r
ei(p↓k)·r = ϱp,k. (2.103)

(a) Moiré reciprocal lattice basis vectors and K-
point mismatch.

(b) Rotated Brillouin zones with Moiré
lattice background.

Figure 2.43 Moiré reciprocal lattice. Adapted from [41].

The moiré pattern manifests itself in the Kronecker delta, enforcing p = k + G(1) =
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k↗ + G(2), and consequently %k = k ↑ k↗ = G(2) ↑ G(1). Therefore, the momentum
di!erence in the interlayer hopping %k must be a vector from the union of all vectors
{G(1)}↗{G(2)}, which generate the reciprocal lattice #ω

M := #ω
1 ↗#ω

2 [34]. We choose
the following moiré reciprocal lattice vectors (Fig.2.43a):

bM
1 = b(2)

2 ↑ b(1)
2 = 4ϖ sin (ω/2)

3a



 1
↑

⇑
3



 , (2.104)

bM
2 = b(1)

1 ↑ b(2)
1 = 4ϖ sin (ω/2)

3a



 1⇑
3



 . (2.105)

We define the moiré reciprocal lattice as:

#ω
M =

{

GM = l1bM
1 + l2bM

2

∣∣∣∣∣

(
l1, l2

)T
↔ Z2

}

, (2.106)

which is plotted in the background of the two rotated Brillouin zones in Fig.2.43b.

This hexagonal moiré lattice features lattice points with three nearest neighbors
defined by the relative vectors:

qb = 4ϖ sin (ω/2)
3
⇑

3a



 0
↑1/2



 ,

qtr = 4ϖ sin (ω/2)
3
⇑

3a




⇑

3
1



 ,

qtl = 4ϖ sin (ω/2)
3
⇑

3a



↑
⇑

3
1



 .

(2.107)

These vectors provide a nice geometrical interpretation (Fig.2.43b), characterizing
the momentum mismatch between the corners of the two rotated layers K, with
magnitudes |qb|, |qtr|, |qtl| = 2|K| sin (ω/2) (→ |K|ω for small angles).

2.7.3 Moiré Potential

To advance our discussion, we must specify the function ↼⇐. We anticipate that its
behavior will closely resemble that depicted in Fig.2.44, showing a smooth oscilla-
tion of the local interaction strength on the scale of aM , which emerges from the
corresponding variation in the local configuration of the p-orbitals of the respective
layers. Up to this point, we have examined two configurations of p-orbital pairs:
the ϖ-bond, which characterizes the intralayer interaction, and the σ-bond, which
describes the vertical interlayer interaction in bilayers on dimer sites. However, in
contrast to our considerations in Sec.2.5, the relative positions of the p-orbitals vary
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in space, forcing us to account for the spatial dependence of the overlap integrals.

Figure 2.44 Moiré potential in real space. Adapted from [46].

Within the two-center approximation (Sec.2.2.2), these overlap matrix elements can
generally be well approximated by an exponential decay with a material- and orbital-
specific pre-exponential factor ▷, so that we can make the ansatz ↼(R) ′ exp (↑▷R),
where R is the three-dimensional distance R =

√
|r|2 + L2 between sites [47]. Ac-

cordingly, we write
↼(r) ⇒ ↼(R) = ↼(

√
|r|2 + L2), (2.108)

where L is the graphene layer separation and r is the planar projection of the three-
dimensional distance.

(a) Bernal stacked BLG. (b) Small angle incommensurate TBG.
Figure 2.45 Orbital arrangement at the interface of twisted layers.

We can determine ▷ by ensuring that our expression reproduces ↼0 and ↼1. Con-
sequently, the transfer integrals ↼ϱ (ϖ-bond) and ↼ϖ (σ-bond) of the p-orbitals in
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carbon can be written as [48]:

↼ϱ(R) = ↑↼0 exp
(

▷ϱ

(
1 ↑ R

a

))
(2.109)

↼ϖ(R) = ↼1 exp
(

▷ϖ

(
1 ↑ R

L

))
(2.110)

Since ↼ϱ(a) = ↼0 and ↼ϖ(L) = ↼1, these expressions are consistent with our previous
results for MLG and BLG. To determine ▷ϱ, we consider the second nearest neighbor
hopping amplitude ↼n (Sec.2.4.2), so that

↼ϱ(a)
↼ϱ(

⇑
3a)

= ↼0
↼n

= 1
exp (▷ϱ(1 ↑

⇑
3))

= exp (▷ϱ(
⇑

3 ↑ 1)) (2.111)

and we obtain [34]

▷ϱ = ln (↼0/↼n)⇑
3 ↑ 1

→ 3.15. (2.112)

The remaining parameter, ▷ϖ, can be fixed by assuming equal spatial exponential-
decreasing coe”cients [34], i.e.,

▷ϱ

a
= ▷ϖ

L
△ ▷ϖ = ▷ϱ

L

a
→ 7.42. (2.113)

Both overlap terms are plotted in Fig.2.47a. To model ↼⇐(r), we assume that the
coupled pz-orbitals lie in the xz-plane. We rotate the coordinate system passively
clockwise, such that R aligns with the z-axis in the new coordinate system (Fig.2.46).
Now we can describe both orbitals as linear combinations of px and pz orbitals,
|pz⇐ ⇒ sin (⇀) |px⇐ + cos (⇀) |pz⇐.

Figure 2.46 Illustration of the overlap integral calculation: One pz-orbital is
initially located at the origin, while another pz-orbital is at the separation
vector R. The coordinate system is rotated so that the second orbital shifts
to Rẑ, resulting in the orbitals becoming linear combinations of px and pz.
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Our overlap integral then takes the form [49]

↼⇐(r) = cos2 (⇀)↼ϖ(R) + sin2 (⇀)↼ϱ(R), (2.114)

where ⇀ is the angle between the z-axis and r, defined by

cos2 (⇀) = L2

L2 + |r|2 . (2.115)

Inserting equations 2.109, 2.110, and 2.115 into eq.2.114 gives us

↼⇐(r) = 1
L2 + |r|2



 ↑ ↼0L
2 exp

(
3.15

(
1 ↑

√
L2 + |r|2

a

))

+ ↼1|r|2 exp
(

7.42
(

1 ↑

√
L2 + |r|2

L

))

,

again as a function of the projected two-dimensional distance r.

(a) Decay of the real space amplitude of
2.109(black dashed line) and 2.110(red
solid line)

(b) Decay of the Fourier amplitude of
eq.2.114 (solid) and eq.2.116(dashed-
dot). Dashed gray line at Ka.

Figure 2.47 Functional form of the interlayer coupling amplitude. Adapted
from [41].

The corresponding 2D in-plane Fourier transform of ↼⇐(r) is obtained numerically
and is plotted in Fig.2.47b along with an exponential ansatz fitted directly in Fourier
space, given as

↼⇐(p) = t0e
↓↽↓(|p|L)ε

, (2.116)

where t0 = 20meV nm2, ▷⇐ = 0.13, ◁ = 1.25, and L = 0.335nm [40].

Note that the two-dimensional Fourier transform of ↼(p) exhibits a rapid decay as a
function of |p|, indicative of the short-ranged nature of ↼⇐(p) in momentum space.

Qualitatively, this behavior can be understood by considering that the layer sepa-
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ration L exceeds the separation between carbon atoms a within the layers by more
than a factor of two. Given that the coupling strength between orbitals decays on
the scale of the inter-orbital distance a, hopping processes with a large in-plane
component are strongly suppressed. Consequently, the predominant contribution
arises from the small r-regime, where |r| ↖ L. We can conclude that ↼⇐ varies
with R on the scale of L, leading to a broadened distribution in terms of a. Thus,
its two-dimensional Fourier transform is sharply peaked and declines rapidly for
|p|L > 1.

In the following, the exponential ansatz eq.2.116 as proposed by Bistritzer et al. [40],
is adopted, since the numerical result tends to underestimate hopping amplitudes
near the Dirac points.

2.7.4 Momentum Space Delocalization

(a) Suppressed intervalley hopping. (b) Wavefunction spread.
Figure 2.48 Momentum space delocalization in TBG. Adapted from [50].

The interlayer coupling term ↼⇐ e!ectively begins to delocalize states in momentum
space by coupling to neighboring sites connected by GM ↔ #ω

M . As a result, in-
stead of having eigenvectors |k, l, ⇀⇐ with well-defined momentum k, the interlayer
coupling term causes the wave functions to spread in momentum space.

This e!ect can be visualized as broadened quasi-one-dimensional Fermi surfaces
centered around the Fermi lines of the unperturbed system. More precisely, typical
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wave functions probe a region of width proportional to ↼⇐ around these contours,
as depicted in Fig.2.48a for two di!erent valleys. For small twist angles where
↼⇐(p)/|$| ↖ ⊋vF |G|, intervalley hopping processes are negligible, allowing us to
focus on the vicinity of a K point’s Fermi surface.

In the regime of small ↼⇐, the spread remains relatively localized. We can quantify
this hybridization criterion by the ratio ⇀ between the interlayer hopping amplitude
↼⇐, which describes the coupling strength, and the energy shift between nearest sites
in the moiré momentum lattice (⊋vF |qb|, ⊋vF |qtr|, ⊋vF |qtl| = ⊋vF |K|ω) , given by:

⇀ = ↼⇐(p)/|$|
⊋vF |K|ω (2.117)

Qualitatively, this characterizes the competition between the kinetic energy and the
interlayer hybridization energy. Figure 2.48b illustrates the resulting momentum
space delocalization for TBG in the regimes of large ⇀ and small ⇀. In the former
case (ω > 10→), ↼⇐ is small compared to the typical Moiré Brillouin zone dimensions.
Consequently, all interlayer hopping processes are strongly suppressed, implying the
absence of correlations between distinct eigenfunctions and their eigenvalues. This
limit corresponds to complete momentum space localization, where the system can
essentially be treated as two decoupled monolayers with individual eigenfunctions
centered around specific momenta k in the MLG Brillouin zone. This regime is
directly relevant for bilayer graphene at large incommensurate twist angles [50].

Conversely, for ω < 10→, many sites fall within the probed energy regime, so the
moiré potential begins to delocalize the wavefunction through e”cient coupling of
sites in the momentum space moiré lattice over scales ↓ 2ϱ

aM
. Consequently, the

wavefunctions become correlated.

2.7.5 Simplifications of the Hopping Term

“Wissen Sie, wenn man zu rechnen anfängt, b’scheisst man unwillkürlich.”

Albert Einstein

From our discussion, we derived two important insights. First, T ↼,↼→

k,k→ causes the
wave function to hybridize over neighbors of the momentum lattice connected by
%k = G(2) ↑ G(1), provided the energy di!erence is of the order → ⊋vF %k < ↼⇐.
Accordingly, in leading order and for small angles, this condition constrains hopping
governed by the smallest moiré reciprocal vectors [34]:

%k ↔ {0, b(1)
1 ↑ b(2)

1 , b(1)
2 ↑ b(2)

2 } = {0, bM
2 , ↑bM

1 }. (2.118)
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Figure 2.49 k-space geometry.

The second insight is that the contributions
from the Fourier components ↼(k + G(1)) and
↼(k↗ + G(2)) are strongly suppressed with in-
creasing distance from the !-point. This implies
that we need to consider only the valley clos-
est to the !-point. We take the Dirac point
KD = 4ϱ

3
↘

3a
[1, 0]T as a reference, so that the

other two equivalent counterparts are connected
by ↑b1 and ↑b2. Since these feature the same
distance from the !-point, we fix the coupling strength ϑ0 = ς↓(K(l)

D +G(l)
i )

|#| = 110meV

for all processes near the valleys, where G1 = 0, G2 = ↑b1, and G3 = ↑b2. We
redefine eq.2.117 as [6]:

⇀ = ϑ0
⊋vF |K|ω , (2.119)

while the interlayer hopping is then governed by:

T ↼,↼→

k,k→ =
∑

i↔{1,2,3}
ϑ0 ei(G(1)

i ·d(1)
ω ↓G(2)

i ·d(2)
ω→ )ϱk↓k→,G(2)↓G(1)

= T ↼,↼→

1 ϱk↓k→,0 + T ↼,↼→

2 ϱk↓k→,bM
2

+ T ↼,↼→

3 ϱk↓k→,↓bM
1

,

(2.120)

where the sublattice-dependent interlayer hopping is governed by the matrices [6]:

T1 = ϑ0



1 1
1 1



 , (2.121)

T2 = ϑ0



 ei⇀ 1
e↓i⇀ ei⇀



 , (2.122)

T3 = ϑ0



e↓i⇀ 1
ei⇀ e↓i⇀



 , (2.123)

where 0 = 2ϱ
3 .

2.7.6 Moiré Band Structure

For commensurate twist angles, electrons move within a periodic potential, exhibit-
ing the periodicity of the moiré lattice #M . Consequently, Bloch’s Theorem applies,
and we anticipate coherent electronic motion across the layers. The electronic prop-
erties of this hybridized interface can be determined using our tight-binding method,
which now involves n-component eigenvectors to account for the contributions of all
n atoms within the new supercell.

In contrast, generic twist angles are incommensurate, resulting in a loss of period-
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icity. As a result, Bloch’s theorem is no longer applicable, and it becomes inappro-
priate to refer to energy bands. However, due to the strong suppression of large
hopping processes not included in eq.2.118 at small angles (ω < 10→), the low-energy
dynamics can still be well approximated by a periodic Hamiltonian [6].

Low-Energy Physics

In the low-energy regime, the Hamiltonian HMLG is described by the Dirac Hamil-
tonian. Incorporating the relative twist yields:

H1 = ⊋vF |q|


 0 e↓i(φq+φ/2)

ei(φq+φ/2) 0



 = ⊋vF εφ/2 · q, (2.124)

H2 = ⊋vF |q|


 0 e↓i(φq↓φ/2)

ei(φq↓φ/2) 0



 = ⊋vF ε↓φ/2 · q, (2.125)

where we have defined the ‘rotated’ Pauli matrices: εφ = e↓iφϖz/2[σx, σy]T eiφϖz/2.

In the low-energy approximation, eq.2.120 takes the form:

T ↼,↼→

q,q→ =
∑

i↔{1,2,3}
T ↼,↼→

i ϱ(q+K(1)
D )↓(q→+K(2)

D ),G(2)
i ↓G(1)

i

= T ↼,↼→

1 ϱq↓q→,K(2)
D ↓K(1)

D
+ T ↼,↼→

2 ϱq↓q→,K(2)
D ↓K(1)

D +bM
2

+ T ↼,↼→

3 ϱq↓q→,K(2)
D ↓K(1)

D ↓bM
1

= T ↼,↼→

1 ϱq↓q→,qb
+ T ↼,↼→

2 ϱq↓q→,qtr
+ T ↼,↼→

3 ϱq↓q→,qtl
,

(2.126)
where

qb = K(2)
D ↑ K(1)

D , (2.127)

qtr = K(2)
D ↑ K(1)

D + bM
2 = qb + bM

2 , (2.128)

qtl = K(2)
D ↑ K(1)

D ↑ bM
1 = qb ↑ bM

1 . (2.129)

These vectors correspond to the nearest neighbors in momentum space as previously
introduced in eq.2.107. Thus, our results critically depend on the assumption that
“nearest-neighbor” momentum space hopping predominates.

By folding out the first moiré Brillouin zone to the extended zone scheme, a lat-
tice emerges that is spanned by the reciprocal moiré lattice vectors, as depicted in
Fig.2.50.



58 CHAPTER 2. BAND STRUCTURE OF GRAPHENE-BASED SYSTEMS

Figure 2.50 Emergence of the moiré Brillouin zone in the extended zone
scheme from the momentum mismatch in the K-valley. The purple dashed
path marks the trajectory in k-space for Fig.2.55, Fig.2.57, and Fig.2.58.
Adapted from [34][51].

Shell Numbering of the Momentum Lattice

Figure 2.51 Shell numbering and next-nearest-neighbor interaction in the
momentum lattice.

In this section, we develop the eigenstates of HTBG in the Bloch basis {|k, l, ⇀⇐} =
{|q + KD, l, ⇀⇐}. Due to the successive coupling of each site with its surrounding
neighbors across the momentum lattice, the eigenvalue equation cannot be brought
into a closed form. However, given the finite spread in momentum space ↓ ⇁0

⊋vF |KD| ,
we expect diminishing contributions from larger GM vectors. Therefore, it is essen-
tial to establish an appropriate cuto! to ensure the convergence of the Hamiltonian.
To this end, we introduce a shell numbering system in momentum space, centered
around the KM -point 11 of the moiré lattice (Fig.2.51). The sites within shell n are
denoted as ni, where n ↑ 1 represents the minimal graph distance (i.e., the minimal
number of bonds traversed on the honeycomb lattice) from the center 11, and i in-
dexes the number of sites with the same graph distance n ↑ 1. Assuming that only
nearest-neighbor coupling is relevant, the momentum hopping Ti occurs exclusively
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between sites in di!erent shells n ▽ n + 1, and not between sites within the same
shell [52].

Figure 2.52 Eigenvalue equation with truncation at n = 2.

The eigenvalue equation of the simplest version of this model, truncated at n = 2,
with sites 11 and 21, 22, 23, is illustrated in Fig.2.52, where q lies within the moiré
reciprocal space (Fig.2.51).

Figure 2.53 Hamiltonian matrix elements of the 8-band model (n = 2).

The minimum matrix Hamiltonian for the TBG system is 8 ≃ 8, which gives rise to
8 bands. Instead of writing out the entire system of equations, we can compress and
interpret it using the following convenient notation:

|(m1, m2), 1⇐ = |q + m1b
M
1 + m2b

M
2 , 1⇐ , (2.130)

|(m1, m2), 2⇐ = |q + qb + m1b
M
1 + m2b

M
2 , 2⇐ , (2.131)

such that the Hamiltonian matrix elements ⇓(m1, m2), l|HT BG|(m↗
1, m↗

2), l↗⇐ are rep-
resented as shown in Fig.2.53.

Figure 2.54 Hamiltonian matrix elements of the 20-band model (n = 3).
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Similarly, if we consider a truncation at n = 3, the model expands to a 20-band
system, defined by the non-diagonal matrix elements (the diagonal ones are trivial
and are omitted for brevity) shown in Fig.2.54.

Figure 2.55 The band structure of TBG resulting for di!erent truncations
(from left to right: n = 2, 3, 4) plotted along the path in Fig.2.50 for twist
angles ϑ = 5.00→ (top) and 1.05→ (bottom).

In Fig.2.55, we plot the band structures for TBG at twist angles of 5° and 1.05°
for cuto! shells n = 2, 3, 4 along the purple dashed path in Fig.2.50. The di!erent
convergence behaviors are evident: while the band structure for 5° exhibits minimal
changes between the third and fourth shells, indicating good convergence at the
third shell, the 1.05° case requires the inclusion of the fourth shell. This behavior is
expected, as decreasing the twist angle corresponds to increasing ⇀, which forces us
to consider the wavefunction spread over larger areas in momentum space.
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Lattice Relaxation

In the models discussed thus far, we have assumed that the carbon atoms within the
lattice are rigid, maintaining a fixed carbon-carbon bond length of 0.142nm and an
interlayer distance of 0.33nm. However, in reality, these atoms are not static; they
can move to positions that minimize their potential energy.

In TBG, the local stacking order smoothly transitions between AA and AB stacking.
In the absence of lattice relaxation, these regions would occupy the same amount
of area. However, from an energetic perspective, the AA stacking configuration
exhibits higher potential energy due to the increased overlap of electron clouds in
adjacent layers, as more atoms are directly aligned on top of each other. This
increased overlap enhances Pauli repulsion, leading to a distortion or stretching of
the AA regions in order to reduce the system’s energy [53].

(a) Out-of-plane displacements (exag-
gerated). Adapted from [54].

(b) In-plane displacements. Adapted
from [23].

Figure 2.56 E!ects of lattice relaxation on the crystal structure.

The equilibrium configuration represents a compromise between stacking energy
and strain energy, as excessive distortion, stretching, or sliding is also energetically
unfavorable. There are two major relaxation e!ects in TBG. First, the interlayer
distance increases in AA regions relative to AB regions, suppressing interlayer hy-
bridization, as illustrated in Fig.2.56a. Second, the AA regions tend to shrink in size
relative to the AB regions, resulting in an in-plane displacement of carbon atoms.
This e!ect is achieved by a slight rotation of each moiré pattern around the AA
center, as depicted in Fig.2.56b, which shows the displacements from positions prior
to relaxation.

These local relaxation e!ects can significantly influence the electronic band structure
of TBG, especially at small twist angles, where the material consists of larger, well-
defined AA and AB regions. The interlayer hopping amplitudes between AA (BB)
and AB (BA) regions are altered due to these relaxation e!ects.

To account for the increased interlayer separation at AA-stacking sites and the
shrinkage of their areas, we introduce a ratio, ϑ, that modifies the AA and AB in-
terlayer hopping terms. Consequently, the hopping matrices have di!erent diagonal
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and o!-diagonal elements when relaxation is considered. They are expressed as:

T1 = ϑ0



ϑ 1
1 ϑ



 , (2.132)

T2 = ϑ0



ϑei⇀ 1
e↓i⇀ ϑei⇀



 , (2.133)

T3 = ϑ0



ϑe↓i⇀ 1
ei⇀ ϑe↓i⇀



 , (2.134)

where 0 = 2ϱ
3 [53].

Figure 2.57 E!ect of lattice relaxation (from left to right: ϖ = 1.0, 0.5, 0.0)
on the band structure of TBG plotted along the path in Fig.2.50 for ϑ =
1.05→.

In Fig.2.57, we present the band structure resulting from relaxed lattices at ω = 1.05→

for ϑ = 1.0, 0.5, 0.0, revealing certain quantitative di!erences. Notably, the gaps
separating the low-energy bands from the high-energy bands get enhanced, and the
bands themselves become somewhat more dispersive. For realistic small-angle TBG,
ϑ → 0.8 [14]. The corresponding band structure is shown in Fig.2.58.
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Figure 2.58 The band structure of TBG plotted along the path in Fig.2.50,
with (bottom) and without (top) lattice relaxation (ϖ = 0.8) at di!erent
angles (from left to right: ϑ = 5.0→, 1.5→, 1.05→).

Flat Bands

Figure 2.59 Renormalized Dirac-
point band velocity. Adapted from
[6].

The avoided crossings at the intersection of the
Dirac cones lead to the flattening of the energy
bands. As illustrated in Fig.2.51, the result-
ing hybridization gap separates a branch of dis-
persive high-energy bands from the low-energy
states, which, on the other hand, are pushed
towards zero energy. Quantitatively, this flat-
tening can be characterized by the renormalized
band velocity vω

F at the K-point, plotted as a
function of the twist angle ω in Fig.2.59.

As the twist angle decreases, vω
F also diminishes,

resulting in the entire low-energy band being compressed into a narrow energy win-
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dow of only a few meV (Fig.2.60). This e!ect becomes particularly pronounced at
ω = 1.05→, the largest of the so-called magic angles. Numerical analysis further in-
dicates the existence of other magic angles at ω = 0.5→, 0.35→, 0.24→, 0.2→, etc., where
vω

F approaches zero [6].

Figure 2.60 Band structure of magic angle TBG.

The strong confinement of electronic states within these narrow energy intervals
significantly impacts the DOS, as shown in Fig.2.61. Unlike the linear relationship
observed in decoupled monolayers, the DOS in this context exhibits a complex en-
ergy dependence. The avoided crossings induce gaps and saddle points in the band
structure, which manifest as the emerging dips and peaks in the DOS. The most
notable di!erence between the two plots is observed at the Dirac point energy. At
ω = 5.00→, the Dirac cones remain relatively well-separated, leading to a DOS that
behaves similarly to MLG, decreasing linearly to zero. In contrast, at ω = 1.05→, the
flat moiré bands contribute a pronounced peak in the DOS.

(a) ϑ = 5.0 (b) ϑ = 1.05
Figure 2.61 DOS of TBG.



Chapter 3

Experimental Methods

In this chapter, we provide an overview of the experimental methods employed in our
research. We briefly introduce the concepts of mechanical exfoliation and Raman
spectroscopy for the fabrication of 2D devices. As mentioned in the introduction,
two of the QTM’s main components are the sample and the tip. Here, we o!er a
more in-depth discussion of their fabrication processes before describing the general
QTM setup and how it can be realized from a modified Atomic Force Microscope.

Figure 3.1 Adapted from [55].

65
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3.1 Exfoliation

Van der Waals materials feature strong covalent bonds within a single layer, while
interlayer interactions are mediated by much weaker van der Waals forces. Thus,
each layer can be easily peeled o! from the bulk using Scotch tape. This method,
known as mechanical exfoliation, has produced the highest quality flakes to date
[56]. We provide a brief introduction to this method for exfoliating graphene and
hexagonal boron nitride (hBN) flakes.

First, we use a diamond scriber and cleaver to cleave the Si/SiO2 chips into dimen-
sions of 5cm ≃ 5cm. These chips are then cleaned with O2 plasma and act as carrier
substrates.

We begin the exfoliation by attaching a small amount of bulk crystal to a piece
of Scotch tape. The tape is then folded 5-6 times to thin the material, ensuring a
uniform layer of material on the tape. The number of folds is limited to prevent
the crystal from becoming too small. Next, the tape is brought close to the clean
substrates, and gently pressed to increase adhesion between the flakes and the sub-
strates. For graphene and graphite (and hBN tunnel barrier flakes; see Sec.3.5), the
substrates and tape are placed on a hot plate at 110°C for 5-7 minutes. Finally, the
tape is slowly peeled o!, leaving freshly cleaved material on the substrates. This
procedure creates flakes of various sizes and thicknesses on the substrate [57].

Figure 3.2 Scheme of two representative steps of mechanical exfoliation. On
the left, Scotch tape is used to exfoliate FLG from bulk graphite, and on
the right, the same Scotch tape is pressed against a silicon chip (in purple),
resulting in a layer of graphene being deposited. Adapted from [58].
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3.2 Transfer setup

Figure 3.3 Transfer setup.

Fabrication of sample and tip device relies on dis-
tinct transfer methods, that we discuss in Sec.3.4.5
and Sec.3.5. Despite the di!erences between these
methods they all rely on very similar experimental
tools: namely a long working distance optical in-
spection system in combination with microposition-
ing systems. Fig.3.3 shows an image of our deter-
ministic placement setup based on a modified opti-
cal microscope equipped with long working distance
objectives and two manually actuated microposition-
ers: one to move the sample holder and another to
position the flake for transfer.

3.3 Raman Spectroscopy

Raman spectroscopy is a powerful characterization technique based on the inelastic
scattering of photons by phonons within a material. By exposing a sample material
to an appropriate light field and collecting the scattered light (Fig.3.4a), a Raman
spectrum is obtained, which is highly sensitive to the material’s vibrational and
electronic properties.

(a) Illustration of Raman scattering. (b) Raman spectrum of graphene and graphite.
Figure 3.4 Working principles of Raman spectroscopy. Adapted from [59][60]

Figure 3.4b presents typical Raman spectra for graphene and graphite, consisting
of distinct peaks within the spectral region of 1500–3400cm↓1. Notably, the shape
of the 2D band (→ 2700cm↓1) di!ers markedly between these two materials. Figure
3.5a further illustrates the evolution of the 2D peak as a function of the number of
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layers.

In the transition from MLG to BLG, the 2D peak in MLG is observed as a sharp
feature, which can be accurately fitted with a single Lorentzian line centered at
2687cm↓1. In contrast, the 2D peak in BLG is broader and is best described by four
Lorentzian peaks around a shifted central frequency.

(a) Layer number dependent peak structure. (b) Electronic transitions in E-k-space.
Figure 3.5 The 2D peak in FLG systems. Adapted from [61][60].

The alterations in the 2D peak’s shape are closely associated with changes in the
electronic band structure as the number of layers increases, providing a reliable
method for determining the layer count in FLG systems. The 2D peak in graphene
arises from a two-phonon process involving phonons with opposite momentum. This
fourth-order process entails four virtual transitions: (i) laser-induced excitation of an
electron-hole pair (transition from state a to b in Fig.3.5b(a)); (ii) electron-phonon
scattering with exchanged momentum q near the K point (b to c); (iii) electron-
phonon scattering with exchanged momentum -q (c to b); and (iv) electron-hole
recombination (b to a). For simplicity, Fig.3.5b omits the phonon energy and does
not depict the equivalent hole-phonon scattering processes [60].

In BLG, the single 2D peak observed in MLG splits into four distinct components,
attributed to the splitting of electronic bands. BLG’s interlayer interactions pro-
duces four bands with di!erent splittings for electrons and holes, thereby enabling
four possible optical transitions, with the incident light coupling most strongly to
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the two transitions shown in Fig.3.5b(b). Electron-phonon scattering then cou-
ples all electron bands, involving phonons with momenta q1B, q1A, q2A, and q2B

(Fig.3.5b(b)). Along with the corresponding processes for holes, these interactions
give rise to the four distinct peaks in the Raman spectrum of BLG [60].

As the number of layers increases, the number of possible optical interband tran-
sitions also rises. This leads to a broadening of the Raman spectrum due to the
convolution of an increasing number of peaks until the spectrum reaches the limit
of bulk graphite.

In summary, the electronic structure of graphene is distinctly captured in its Raman
spectrum, which evolves significantly with the number of layers. The Raman finger-
prints for single-, bilayer-, and few-layer graphene reflect changes in electronic struc-
ture and electron-phonon interactions, enabling unambiguous, high-throughput, and
nondestructive identification of graphene layers.

3.4 Tip Device

The majority of the QTM has been assembled using commercially available com-
ponents. However, it is necessary to replace the standard sharp tip of an atomic
force microscope (AFM) with a flat plateau. To ensure a steady supply and adapt-
ability for future experiments, a procedure to e”ciently manufacture tips with any
desired geometry is required. For this purpose, we employ electron-beam induced
deposition.

3.4.1 Scanning Electron Microscope

The Scanning Electron Microscope (SEM) is a powerful characterization tool that
o!ers far higher resolution than typical optical methods. It produces images of a
sample by scanning its surface with a focused beam of electrons. The scattered elec-
trons contain information about the sample’s surface topography and composition.

A typical SEM setup is depicted in Fig.3.6a. Free electrons are generated in an
electron gun and accelerated by the accelerating voltage U . Magnetic fields gener-
ated by ring coils collimate and guide the electrons onto the surface of the sample
as a focused beam. The scanning coils deflect the beam spot in the X and Y axes,
allowing it to scan in a raster pattern over the surface. The scattered electrons are
collected to generate a signal.

The nature of electron-sample interaction will be discussed in greater detail in the
following section. For now, it is important to note that the reaction products include



70 CHAPTER 3. EXPERIMENTAL METHODS

Figure 3.6 a) SEM setup. b) Schematic of electron beam interaction.
Adapted from [62][63].

back-scattered electrons and secondary electrons, which originate from di!erent ar-
eas within the interaction volume (Fig.3.6b) and di!er in both the information they
carry and their kinetic energy. The SEM is equipped with a detector for backscat-
tered electrons and an additional detector at the side of the sample for secondary
electrons.

The image pixels are formed step by step by the incremental displacement of the
electron beam in the object plane in both the X and Y directions. For every partic-
ular beam position, the scattering and the detected signal intensity depend on the
local morphology and composition of the sample [64]. The resulting SEM image is
then a 2D intensity map, where each point located at coordinates x and y contains
a numerical value related to a digitized signal I, and the resulting image can be
described by a matrix I[x, y].

A pixel in object space has dimensions of do ≃do where do is the step size. Similarly,
a pixel in image space has dimensions of di ≃ di where di is the step size on the
display. Magnification is therefore given by:

M = di

do
, (3.1)

where for our setup di → 53.5µm

Magnification is achieved by scanning an area on the specimen that is smaller than
the display. Since the monitor length is fixed, increasing or decreasing magnification
is achieved by respectively reducing or increasing the length of the scan area on
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the specimen. By controlling the magnification, we can adjust the fineness of the
intensity grid (Fig.3.7).

(a) Relationship between di and do. (b) Relationship between dp and do.
Figure 3.7 Controlling and limitation of the Magnification. Adapted from
[65][64].

As do decreases, M increases. However, a practical limit is reached arising from the
the finite beam spot size. The actual radial distribution of the incident electron flux
can be described by a Gaussian distribution (Fig.3.8a) [66]:

f(r) = I/e

2ϖσ2 exp


↑ r2

2σ2



, (3.2)

where f(r) is the number of electrons per unit area and time, σ is the standard
deviation, I is the beam current, and e is the elementary charge. The beam extent
(probe size dp) can be estimated by the full width at half maximum (FWHM), which
is dp → 2σ

⇑
2 ln 2.

(a) Gaussian distribution of the im-
pinging electron flux with FWHM=dp.

(b) For dp > do only sum of signals
from multiple object pixels detectable.

Figure 3.8 Finite probe size. Adapted from [67][64]

Adjacent pixels in the display contain mainly new information but also some in-
formation from previous pixels due to the finite exponential decay of the beam
(Fig.3.8b). Each image pixel remains relatively unique as long as do > dp. However,
if do < dp, further decreasing the step size to increase magnification causes overlap-
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ping exposure spots, resulting in a progressively blurred image. Thus, the resolution
limit, or the finest detail that can be resolved, is determined by dp.

Figure 3.9 Beam geometry.
Adapted from [68].

The upper limit for the resolution dp of the SEM can be
determined using Abbe’s equation [69]:

dp = 0.612▷

n sin ⇀
, (3.3)

where n is the refractive index of the medium between
the specimen and the column, and ⇀ is the half-angle
of the cone of electrons converging onto the specimen.
Using the aperture diameter D and the working distance
Z, the semi-angle ⇀ can be given by:

⇀ = tan↓1
(

D

2Z

)
. (3.4)

Using the de Broglie wavelength and the kinetic energy
of electrons:

▷ = h⇑
2emeU

, (3.5)

where me is the mass of the electron and U the accelerating voltage, the resolution
dp becomes [69]:

dp = 0.753
⇀

⇑
U

. (3.6)

For U = 15keV and an typical ⇀ of around 0.01, the theoretical limit of resolution is
1.74nm. However, this implies that continuously increasing the probe convergence
angle would continuously improve precision, which is not feasible for electron op-
tics. Besides lens errors and aberrations, the repulsive electron interaction causes
the significant spreading of the beam. Therefore, the best resolutions are generally
achieved in systems with small apertures. However, since it filters out electrons com-
ing from large angles, this reduces the probe current and consequently the general
signal intensity.

3.4.2 Electron-Substrate Interaction

When high-energy primary electrons (PE) strike a solid surface, they penetrate and
interact with the atomic nucleus or shell electrons through electrostatic Coulomb
forces. The resulting random collisions scatter the electrons into a teardrop-shaped
interaction volume. These interactions continue until the primary electron loses
energy or is ejected from the material. This scattering process produces specific
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signals known as secondary electrons (SE) and backscattered electrons (BSE).

Figure 3.10 Electron-trajectory simulations. Blue (red) trajectories mark
BSEs (SEs). Green area defines the interaction volume and origin of BSEs
(left) and SEs (right). Adapted from [70][71].

BSEs result from elastic interactions, where the primary electron is deflected but
energy is conserved (Fig.3.10). Originating from a deeper interaction volume, BSEs
have lower resolution and do not reveal surface features but provide composition-
dependent contrast, with higher atomic number atoms generating more BSEs. The
detector for backscattered electrons shows high sensitivity to atomic number di!er-
ences, making higher atomic number materials appear brighter.

SEs, by contrast, arise from inelastic interactions where energy from the primary
electron ejects a bound electron (Fig.3.10). A part of the excitation energy is con-
sumed during the extraction process, resulting in SEs possessing relatively low ki-
netic energy. Due to this limited energy, SEs can only escape from the outermost few
nanometers of the sample surface. Consequently, they are particularly well-suited
for revealing detailed surface topography [72].

3.4.3 Electron-Precursor Interaction

The basic principle of Electron-Beam Induced Deposition (EBID) is straightforward.
The vacuum chamber is contaminated with precursor gas molecules, which adsorb
onto a substrate. The solid deposition occurs when the electron beam ”cracks” this
thin layer of adsorbed precursors and dissociate them by converting the molecules
into electronically excited states that subsequently decay into volatile and non-
volatile moieties. The non-volatile components adhere to the substrate, forming a
deposit (Fig.3.11). This beam-induced reaction occurs locally at the irradiated area,
and the lateral dimensions of the deposited structures are controlled by moving the
electron beam [73].

The probability of dissociation depends on the electron energy and is generally
expressed as a cross-section. A higher cross-section indicates a greater probability
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Figure 3.11 Electron-beam induced dissociation and deposition. Adapted
from [66].

of bond dissociation in the molecule. A typical energy distribution of electrons and
the cross-section as a function of energy are depicted in Fig.3.12a [73].

The dissociation e”ciency increases with the electron energy up to a maximum at
around 70eV , which is due to the increased excess energy and access to further
dissociation channels. Above this energy, the cross section declines again as the
interaction time with a target molecule decreases due to the rising electron velocity.
Thus, dissociation is most e”cient in the low energy range characteristic of SEs.
The PEs mainly serves as a source for SEs, which dominate the deposition process.

(a) Energy distribution of SEs and BSEs
and the cross section for the dissociation
as a function of electron energy.

(b) Interactions of PEs generating an
emitted flux of SEs and BSEs, which
dissociate adsorbed molecules.

Figure 3.12 Electron-Precursor interaction. Adapted from [73][66].

The deposition rate R(r) as a function of distance r from the center of the primary
electron beam with energy E0 is given by [66]:

R(r) = V n(r)
 E0

0
σ(E)f(r, E)dE, (3.7)
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where n(r) is the local surface density of adsorbed precursor molecules, V is the
volume occupied by a dissociated molecule, and f(r, E) is the electron distribution
at the surface as a function of position and energy. Both f(r, E) and n(r) have strong
time dependencies, as the deposit changes the surface, influencing the distribution
of secondary electrons and the adsorption dynamics of precursor molecules.

In our experiments, the precursor used was diesel oil, consisting of various hydro-
carbons such as para”ns and aromatic compounds. The average chemical formula
for common diesel oil is C12H23, ranging approximately from C10H20 to C15H28 [74].

3.4.4 Electron-beam Induced Deposition

The following study systematically investigates key experimental parameters, such as
acceleration voltage U , aperture diameter D, dwell time per pixel 1 , total exposure
time t and magnification M , to elucidate their roles in the EBID process and to
determine optimal conditions for fabricating tips with flat plateaus (EBID-tips). To
this end, we produced several EBID-tips with varying geometries on cantilevers, as
illustrated in fig.3.13.

(a) Side view of an AFM can-
tilever

(b) Standard AFM tip adja-
cent to EBID tips

(c) EBID tip on an initially
tipless cantilever

Figure 3.13 Tips fabricated by EBID on AFM cantilevers.

Sample Preparation

To fabricate the tips, we commenced with commercial tipless AFM cantilevers
(Fig.3.14a). We coated the bottom side of the cantilevers with titanium/gold using
an e-beam evaporator to ensure a good electrical connection, thus maintaining the
vdW layers on the tip at the same electrical potential as the body of the cantilever.
The cantilevers were then a”xed with conductive tape to the SEM stage (Fig.3.14b)
to minimize displacement and charging of the sample. In order to contaminate the
vacuum chamber with hydrocarbons, a droplet of oil was placed on a screw thread
of the stage, allowing it to evaporate continuously within the chamber.
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(a) Cantilever (b) SEM stage
Figure 3.14 Sample preparation process.

Shape Control

The first step in our process involves defining the precise geometry we aim to achieve.
It is critical to ensure that only the apex of the tip interacts with the sample,
minimizing the influence of the surrounding folded regions. To achieve this, the
plateau corners must exhibit sharp edges. However, a too steep a drop in height can
induce significant folding of the flake, potentially causing strain in the apex region.
A pyramidal structure o!ers a solution, providing a sharp plateau while reducing
the intensity of folding. Additionally, the plateau’s dimensions should be smaller
than typical graphene flake sizes. Therefore, we aim for a length of approximately
0.5µm. To construct such a geometry, we deposit successive layers with decreasing
size on top of one another.

(a) (b) (c)
Figure 3.15 EBID-Pillars. The parameters are altered in accordance to
Tab.3.1.

Our initial attempts to create layered structures resulted in the pillar-like formations
shown in Fig.3.15, with the corresponding parameters listed in Tab.3.1.

The pillars consist of four distinct layers, with the uppermost layer resembling a
sharp tip. We observe that the subsequent pyramid levels narrow and grow more
rapidly than the underlying ones. For example, in Fig.3.15b, the layer sizes of the
first three levels are 1µm, 800nm, and 500nm, while their corresponding heights are
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Fig.3.15 Parameter 1st Layer 2nd Layer 3rd Layer 4th Layer

(a)

U(kV ) 5 5 5 5
M(≃103) 30 60 100 100

l(px) 256 256 256 1
D(µm) 30 30 30 30
1(µs

px) 2.9 2.9 2.9 30
t(s) 240 180 60 30

(b)

U(kV ) 5 5 5 5
M(≃103) 30 60 100 100

l(px) 256 256 256 1
D(µm) 30 30 30 30
1(µs

px) 2.9 2.9 2.9 10
t(s) 240 180 60 10

(c)

U(kV ) 10 10 10 10
M(≃103) 30 60 100 100

l(px) 256 256 256 1
D(µm) 30 30 30 30
1(µs

px) 2.9 2.9 2.9 60
t(s) 300 180 120 60

Table 3.1 Parameters used for Fig.3.15.

200nm, 450nm, and 250nm. The horizontal dimensions of the layers were controlled
by increasing the magnification for each subsequent layer. This magnification incre-
ment reduces the total irradiated area, enhancing current density and consequently
increasing the growth rate. As a result, despite the reduced total exposure time t

for each successive layer, we do not observe a continuous decrease in height.

Rather than increasing M , we can also reduce the total number of exposure points.
The uppermost layer in Fig.3.15 was created with the same M as the preceding
layer, but the beam was allowed to dwell for t = 1 on a single pixel. Focusing the
total current on this one spot results in the formation of the large, thin pillar.

Comparing Fig.3.15a and Fig.3.15b, we observe a reduction in the height of the top
layer from 2.5µm to 300nm, which is attributed to a threefold reduction in dwell
time.

The structure depicted in Fig.3.15c was created in a similar manner but with the
acceleration voltage doubled from 5kV to 10kV . Although the uppermost layer
was exposed for double the time compared to that in Fig.3.15a, the tip reaches a
height of only 1.1µm. To understand this correlation, it is necessary to consider
the role of SEs in the deposition process (fig.3.12). As beam energy increases, the
electron trajectories near the surface straighten, and electrons penetrate deeper into
the specimen before multiple elastic scattering events cause some to propagate back
toward the surface. As the PEs energy increases, the number of SEs decreases, as
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they are generated at greater depths from which they cannot reach the surface due
to their low energy.

Figure 3.16 Deposition events on the
surface of the deposit. Adapted from
[75].

It is noteworthy that the image resolution is
significantly higher than the deposition res-
olution (dimensions of the 1px-pillar). This
discrepancy arises due to changes in the sub-
strate surface, as illustrated in Fig.3.16.

Initially, the deposit width is influenced by the
SEs generated from the target surface, limit-
ing the deposition to the probe size. However,
as the deposit begins to grow, PEs interact
with the newly formed structure and generate
SEs that emerge through the inhomogeneous
surface walls. Additionally, forward-scattered
electrons can reach the surface and produce SEs along the sides of the structure.
All these SE emissions from the pillar surface contribute to lateral growth along the
sides of the deposits, in addition to the Gaussian beam shape, thereby limiting the
achievable spatial resolution of the EBID process [66].

Small Aperture

Figure 3.17 Digital serpentine raster scan scheme with overlap (left) and
corresponding energy deposition (right). The Gaussian beam dwells for a
time ϱ and is then moved by one object pixel (px) to the next exposure spot.
After completing one raster scan (frame), the beam repeats the pattern.
Adapted from [66].

We conducted the following experiments using a relatively small aperture with a
diameter of D = 30µm to achieve high resolution. The objective was to create flat
plateaus that require consistent energy deposition across all pixels. To obtain a
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smooth line exposure, Gaussian beam overlaps are necessary to ensure uniform en-
ergy deposition. Consequently, the ratio of step size to spot size must be minimized,
which corresponds to a high magnification (Fig.3.17).

However, increasing magnification reduces the depth of focus, which defines the
allowable range of the image plane’s position relative to the lens while still main-
taining sharp images. In the context of the deposition process, its reduction implies
increased broadening and non-uniform deposition when the tip grows too far out of
the focal plane. As depicted in Fig.3.18, the depth of focus is influenced by the rate
at which the beam diverges from the focal plane. If the resolution on the sample is
denoted by ϱsample, the corresponding resolution on the screen is

(
εsample

M

)
, and the

depth of focus can be estimated by [68]:

ϱsample
⇀

= 2ϱscreenZ

DM
. (3.8)

Here, a magnification of up to 50000 has proven to produce good results. According
to eq.3.1, this corresponds to object pixel size d0 → 1.07nm.

Figure 3.18 Relationship between the aperture diameter and depth of focus.
Adapted from [68].

In previous experiments, the deposit dimensions were altered by adjusting either
M or l. However, changing M significantly a!ects beam geometry, necessitating
refocusing and astigmatism correction. Therefore, it is more practical to maintain
a constant M throughout the entire process.

To create larger structures, we increased 1 by an order of magnitude. This adjust-
ment, however, places the dwell time 1 in the same order as the total exposure time
t. To ensure that each pixel is exposed to the same accumulated current, we counted
the number of times the SEM completes one raster scan (frame).

In summary, during the deposition process, the horizontal dimension is controlled
by l, while the vertical dimension is regulated by 1 , the number of layers, and the
number of frames per layer.



80 CHAPTER 3. EXPERIMENTAL METHODS

(a) (b)

(c) (d)
Figure 3.19 EBID-pyramids. The parameters are altered in accordance to
Tab.3.2.

The parameters for the deposits shown in Fig.3.19 are listed in Tab.3.2. Overall, our
modifications led to pyramids with more homogeneous surfaces and sharper edges.

Fig.3.19 Parameter 1st Layer 2nd Layer 3rd Layer 4th Layer 5th Layer

(a)

U(kV ) 5 5 5 5 5
M(≃103) 50 50 50 50 50

l(px) 800 600 400 200 100
D(µm) 30 30 30 30 30
1(µs

px) 92.2 92.2 92.2 92.2 92.2
frames 10 10 10 10 10

(b)

U(kV ) 10 10 10 10 10
M(≃103) 50 50 50 50 50

l(px) 800 600 400 200 100
D(µm) 30 30 30 30 30
1(µs

px) 92.2 92.2 92.2 92.2 92.2
frames 10 10 10 10 10

(c)

U(kV ) 5 5 5 5 5
M(≃103) 50 50 50 50 50

l(px) 800 600 400 200 100
D(µm) 30 30 30 30 30
1(µs

px) 184.4 184.4 184.4 184.4 184.4
frames 5 5 5 5 5

(d)

U(kV ) 10 10 10 10 10
M(≃103) 50 50 50 50 50

l(px) 800 600 400 200 100
D(µm) 30 30 30 30 30
1(µs

px) 184.4 184.4 184.4 184.4 184.4
frames 5 5 5 5 5

Table 3.2 Parameters used for Fig.3.19.
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Figure 3.19a and Fig.3.19b were produced using identical parameters, except for a
change in acceleration voltage. While the structure in Fig.3.19a has an approxi-
mate height of ↓ 780nm, the one in Fig.3.19b is significantly smaller, measuring
↓ 480nm. Additionally, Fig.3.19b displays a sharply defined apex, whereas the out-
lines in Fig.3.19a are completely broadened. A similar trade-o! between height and
sharpness is observed between Fig.3.19c and Fig.3.19d, where the dwell time was
doubled while the number of frames was halved. This modification slightly increased
the heights to 830nm (Fig.3.19c) and 580nm (fig.3.19d).

These trends are consistent with expectations, as a higher acceleration voltage en-
hances resolution but reduces the generation of SEs.

Charge Accumulation

(a) ϱ = 184.4 µs
px . (b) ϱ = 368.7 µs

px . (c) ϱ = 737.3 µs
px .

Figure 3.20 Influence of dwell time ϱ on charge induced growth e!ects.

Up to this point, we have successfully deposited pyramids with well-defined plateaus;
however, these structures are generally too small for practical applications. To
achieve the desired dimensions, it is necessary to increase the number of layers,
frames, or dwell time. However, this approach is not feasible as we typically observe
that larger structures exhibit undesired curvature and inhomogeneities. Figure 3.20
illustrates how this deformation becomes more pronounced with increasing dwell
time.

This issue arises due to insu”cient electrical conductivity, which causes charge ac-
cumulation within the deposit when exposed to the electron beam. The resulting
electrostatic forces deflect the incident electron beam, leading to the observed distor-
tions. It appears that the contact between the copper spacer and the sample stage
(Fig.3.14b) does not provide adequate grounding. By switching from carbon tape to
copper tape and applying conductive paste (”Electra 92” or ”AR-PC 5090”) to the
surrounding area, electrostatic charging was minimized. Additionally, increasing the
acceleration voltage to 15kV reduced the electron beam’s sensitivity to deflection,
significantly decreasing the observed shifts.

The improvement is evident in Fig.3.21, which shows a top view of typical deposited
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pyramids before and after the modifications. The subsequent layers remain more
centered and homogeneous after the modifications to the preparation process.

Figure 3.21 Typical observed spatial shift of deposited layers before(left)
and after(right) modification of the preparation process.

Precursor-Substrate Interaction

Figure 3.22 Seed layer.

In addition to the charge-induced shift, it is also
noticeable that the first layer typically grows more
inhomogeneously than subsequent layers. This
phenomenon is particularly pronounced at the be-
ginning of the deposition process, where the reac-
tion occurs directly on the substrate. It is likely
that the first layer forms more rapidly due to two
factors: the greater availability of precursors and
the fact that their dissociation occurs on a metal-
lic surface, which may act as a catalyst [76]. Once the first layer is established,
subsequent reactions take place on the chemically inert carbon deposit rather than
on the bare metal.

To maintain a constant deposition rate, we create an initial substrate layer with a low
dwell time of 1 = 5.8µs

px to avoid localized inhomogeneous catalytically accelerated
growth on the pure metal substrate. On this seed layer, we then deposit the pyramid
with longer dwell times.

Large Aperture

Till now, it has been challenging to create pyramids that reach a height of 1µm. A
substantial increase in exposure time primarily results in greater horizontal growth,
which broadens and diminishes the sharp features of the structure. The decline in
vertical deposition rates with increasing height can be attributed to at least two
factors: increased molecule desorption due to beam heating and reduced di!usion.
As surface di!usion transitions from the two-dimensional planar substrate during
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the initial stages of deposition to the one-dimensional pillar surface, the amount of
molecule di!usion to the tip apex decreases [66].

To enhance the vertical-to-horizontal growth ratio, we can increase the total probe
current by using a larger aperture diameter of 60µm.

Figure 3.23 EBID-tip on cantilever, showcasing substantial improvement
upon increasing the aperture size.

Figure3.23 depicts a pyramid created using the parameters listed in Tab.3.3, fea-
turing a height of 1µm and a flat plateau with a diameter of 450nm. To ensure a
smooth slope, we increased the number of layers to nine, with each subsequent layer
reduced in length by 100px, culminating in a top layer length of 200px (Fig.3.24).

Parameter Seed Layer Nth Layer
U(kV ) 15 15

M(≃103) 50 50
l(px) 1000 N ≃ (10 ↑ 1)

D(µm) 60 60
1(µs

px) 5.8 368.7
frames 100 3

Table 3.3 Parameters used for Fig.3.23. Figure 3.24 New layer sizes

Dwell Time and Frame Number

In the following section, we maintain the layer size structure as depicted in Fig.3.24.
Our objective is to determine the optimal configuration of the remaining parameters,
specifically the dwell time and the number of frames, to produce pyramids of the
highest quality with a target height of approximately 2µm. The results of these
experiments are presented in matrix form in Fig.3.25.

To maintain a height of approximately 2µm, an increase in dwell time necessitates a
corresponding reduction in the number of frames, and vice versa. Consequently,
pyramids that achieve the desired height are located along the anti-diagonal of
the matrix. Regarding the quality of the plateau, an optimal region is identified,
corresponding to a dwell time of approximately 180µs to 370µs and a frame number
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Figure 3.25 Dependence of pyramid growth on dwell time and frame number
for the EBID process at U = 15kV , D = 60µm, M = 50000, with the layer
structure as shown in Fig.3.24.

of 3 to 5. Reducing the dwell time and increasing the number of frames results
in homogeneous but less well-defined structures. There is a tendency for drift,
likely due to charge accumulation, which causes minor shifts between subsequently
deposited frames. With a higher number of frames, these accumulated shifts become
significant, leading to an overall curved form. For frame numbers reaching 10, the
shifts between frames cause a loss of sharp features, and the pyramids take on a
globally smooth surface.

Importantly, in this case, local growth is distributed over many iterations, allowing
the entire 2D surface of the layer to grow more homogeneously. Subsequent frames
can smooth out previous fluctuations.

Conversely, when increasing the dwell time and reducing the number of frames,
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the resulting pyramids exhibit sharper features but less homogeneity. The reduced
number of frames makes the accumulated shifts between frames less significant.
This produces straight pyramids with well-defined steps but also sharp peaks at
the apex, rather than a flat plateau (e.g. 1 = 368.7µs & 1frame

layer ). The larger
dwell times likely cause strong localized growth of high pillar-like structures, which
are deposited next to each other with each pixel increment of the beam. These
pronounced surface changes at the beam spot strongly alter the secondary electron
distribution, leading to inhomogeneous growth at the surface. This issue becomes
especially problematic at the apex, where the surface-to-probe-size ratio is smallest.
For dwell times exceeding 500µs, the inhomogeneity spreads across the entire apex,
resulting in a smoothly curved geometry, similar to the case of large frame numbers.

In conclusion, to ensure homogeneous growth, a large number of frames and short
dwell times represent the most e!ective strategy. However, excessive frame numbers
may lead to charge-induced shifts that dominate the growth process. Based on our
experience, the parameters listed in Tab.3.3 have proven to be optimal, typically
producing pyramids with a height of approximately 1.7 ↑ 2.1µm and a plateau
length of approximately 0.3 ↑ 0.5µm.

Acceleration Voltage and Magnification

Figure 3.26 Dependence of pyramid growth on magnification and accelera-
tion voltage for the EBID process at D = 60µm, ϱ = 368.7µs

px , with the layer
structure as in Fig.3.24, and 3 frames per layer.

For completeness, we briefly examine the e!ects of parameters that were fixed earlier
in the process, namely magnification and acceleration voltage. We set the dwell time
and frame number as specified in Tab.3.3 and investigate the impact of varying U

and M on the growth dynamics.
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As observed with D = 30µm, decreasing the acceleration voltage U results in an
increased height from 1.9µm to 2.5µm, but with less sharp features. This is due to
the increased number of secondary electrons and the reduced resolution caused by
the larger de Broglie wavelength.

When analyzing the influence of magnification M , we find that reducing it produces
smaller and smoother structures, while increasing it results in larger, more inhomoge-
neous, and drifted structures. This outcome is expected, as M defines the deposition
area and current density. Smaller magnification values lead to a larger growth area
with a smoother current distribution, corresponding to the observed smooth large-
scale deposition. Conversely, higher magnification causes localized and enhanced
current densities, leading to higher and more inhomogeneous structures.

Raman Analysis

Fig.3.27 presents the Raman spectrum of the pyramids, highlighting the prominent
G-peak and the D-peak, the latter situated at approximately 1355cm↓1. Both peaks
exhibit significant broadening and overlap, which is characteristic for amorphous car-
bon. This material consists of various clusters exhibiting di!ering orders, chemical
bonding, and dimensions.

(a) D Mode. (b) Measured Raman spectrum.
Figure 3.27 D(disorder)-peak in amorphous carbon. Adapted from [77].

Broadly, the intensity of the D-peak increases with the degree of disorder, transi-
tioning from graphitic carbon to amorphous carbon. The D-peak corresponds to the
breathing vibrations of the sixfold rings, which only occur where the graphite rings
have space to stretch, thus being absent in monocrystalline graphite [78].

3.4.5 Polymer Membrane Transfer Technique

To transfer vdW-materials onto the tip, we employ Polymer Membrane Transfer
Technique [79]. This methods relies on a polymer layer carrying the flake from the
exfoliation substrate onto the tip.
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Figure 3.28 Preparation of the transfer slide: (a) A window is cut into a
piece of adhesive tape. (b) Polymer layer with flake centered in the window
is peeled of the substrate. (c) Flake is aligned with the hole on the transfer
slide. (d) Transfer slide is mounted on the transfer stage and brought into
contact with the cantilever.

To create a sacrificial polymer layer, which will carry the flake, we spin-coat polypropy-
lene carbonate (PPC) onto the Si/SiO2 substrate (PPC/polyvinyl pyrrolidone for
MLG) before exfoliating graphene/hBN crystals onto it Sec.3.1). A window is cut
into a piece of adhesive tape (Fig.3.28a), which is used to pick up the polymer film
with the target crystal centered within the window (Fig.3.28b). The tape is then
attached to a transfer slide (Fig.3.28c) clamped to the micromanipulator and po-
sitioned under an optical microscope (Fig.3.28d). The cantilever is placed on the
sample stage which is heated up to 50°C. Using the microscope and micromanipula-
tor, the flake can be located and precisely aligned with the target (Fig.3.30(2)). The
flake and the top of the carbon pyramid are then brought into contact (Fig.3.30(3)).
Heating up the sample to 120°C causes the melting of the polymer film, which allows
the gentle detachment of the flake from the transfer slide (Fig.3.30(4)). The transfer
slide is then slowly raised, and any remaining residues are washed o! using acetone
and isopropanol (Fig.3.30(5)).

Figure 3.29 Raman spectrum of MLG
with 2D-peak situated in grey area

The vdW heterostructure is assembled by
successive transfers and cleanings after each
layer. We fabricated two types of tips for our
experiments. In one case, we only transferred
a single graphite flake onto the pyramid. In
the other case, this step was followed by the
transfer of an insulating hBN flake and an
MLG flake, as shown in Fig.3.31. In this case,
the number of layers of the graphene flake is
determined by Raman analysis. For instance,
the sharp single 2D peak with lorentzian shape in the Raman spectrum in Fig.3.29
confirms the single layer thickness (Sec.3.3).
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Figure 3.30 Polymer membrane transfer technique: The target flake is ex-
foliated onto a layer of PPC, which is used to pick up the flake with an
adhesive tape (1). The tape is attached to a transfer slide and the flake
aligned with the tip on the substrate (2). The flake is brought into contact
with the substrate (3). The substrate is heated to 120°C, melting the poly-
mer layer (4). The remaining polymer residues are then dissolved in acetone
and isopropanol (5), leaving the flake transferred onto the tip (6). Adapted
from [79]

Figure 3.31 Successive transfer of graphite, hBN and graphene: Exfoliated
flakes on coated Si/SiO2 substrate (top). Flakes after transfer on cantilever
(bottom).

Figure 3.32 depicts the deposition process of an hBN flake (yellow) initially situated
on the membrane onto the EBID-tip covered by graphite (blue). Once the membrane
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Figure 3.32 Top Row: Polymer film adheres on the heated cantilever (50°C)
and melts. Bottom Row: After further heating (120°) film crumbles, leaving
the cantilever detached from the transfer slide

touches, it adheres to the hot surface (50°C) and starts to melt pushing all flakes
not in direct contact away from the cantilever. The emergence of the interference
pattern (Newton rings) on the tip indicate a successful deposit. Subsequently, the
sample is heated to 120°C, melting the remaining polymer film, which sticks to the
body of the cantilever as illustrated in the lower row of Fig.3.32 and Fig.3.33.

Figure 3.33 Heating causes the film to crumble which spreads over the whole
window.

Figure 3.34, shows the schematic and an optical image of a fabricated tip. The
graphite flake acts as an atomically flat mechanical support and contact material.
The hBN layer is deposited to electronically decouple MLG from graphite on the
apex of the tip. The MLG flake is then transferred in a way that it still touches the
graphite flake away from the tip. This way the apex region is defined by the MLG
flake, lying on the same electrical potential as the graphite flake.
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(a) Optical Image. (b) Schematic.
Figure 3.34 Tip device. Adapted from [14].

3.5 Sample Device

In this section, we briefly introduce the dry van der Waals pick-up transfer technique
used for the assembly of our sample devices [79].

Figure 3.35 Van der Waals pick-up transfer method: The flake to be trans-
ferred is exfoliated onto a Si/SiO2 substrate (1). A stack composed of PDMS
with a layer of PC and a hBN flake is attached to a glass slide. The hBN is
brought into contact with the target flake (2), and by releasing the contact
slowly, the target flake can be picked up, remaining attached to the hBN
flake (3). The stack is then positioned on top of the target substrate (4) and
brought into contact (5). After melting the PC-film at 180→C, the target
flake capped by the hBN flake can be transferred by slowly releasing the
contact (6). Adapted from [79]

Unlike the previously described deterministic transfer method that relies on sacri-
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ficial polymer membranes, the following concept exploits the van der Waals inter-
action between di!erent 2D materials to transfer flakes without contacting the 2D
materials with any polymer throughout the process.

The target flake to be transferred is exfoliated onto a SiO2 surface (Sec.3.1). To
pick up the flake and transfer it to the desired position, a stamp composed of a
polydimethylsiloxane (PDMS) film coated with a layer of polycarbonate (PC) and
a thin hBN flake is used, as depicted in Fig.3.35. The stamp, mounted on the
micromanipulator for control and alignment (1), is lowered until the hBN flake
contacts the target flake (2). The atomically flat and clean surfaces of both flakes
result in a large contact area and adhesion force. By slowly lifting the stamp,
the flake is picked up from the substrate (3), which is done subsequently for the
FLG-flake, a large graphite flake (only partially covering the FLG) and another
hBN flake. The stacked flakes are then precisely aligned with the target substrate
(borosilicate glass) (4) and brought into contact, so that the large flake of graphite
bridges between the pre-patterned electrical contacts on the substrate and the FLG
flake(5). After melting the PC film at 180→C, the stack can be transferred by gently
releasing the contact (6). After assembly, the heterostructure is cleaned by DCM or
chloroform to remove bulk of the PC residues before annealing the sample at 450→C

for 5min.

(a) Optical Image. (b) 2D peak width map.

(c) Schematic.
Figure 3.36 Sample device: (a)&(c) The stack consists of hBN (spacer to-
wards substrate), graphite (contact for FLG), FLG (system to probe), thin
hBN (insulating barrier). (b) Raman map of the white rectangle in (a):
Boundary between the area where graphite lies below the FLG flake, caus-
ing the broadening of the 2D-peak. Adapted from [14].
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The sample device is depicted in Fig.3.36c. The large graphite flake is in direct
contact with the electrodes as well as the FLG-flake, ensuring their both are at the
same potential. Contact with the tip is made in the area covered by the thin hBN
film.

3.6 Quantum Twisting Microscope

Figure 3.37 Images of the QTM setup.

Our QTM setup (Fig.3.37) comprises of two parts: Firstly a custom-built rotating
stage housing the bottom devices and secondly a commercial atomic force microscope
(Veeco Dimension 3100) for performing the AFM operations (Force feedback and
lateral positioning). In order to fit the rotation and translation stages beneath the
scan head, an alluminium block is used as a spacer between the scanhead and the
granite body. A conventional AFM has a large inclination angle, ↓ 12→, which
is problematic for the QTM experiments, since our QTM tips have much shorter
pyramids (↓ 1 ↑ 2µm) than conventional AFM tip pyramids (↓ 20µm) (Fig.3.13).
In addition, for the QTM tip to work, the cantilever should have a few tens of µm

of flat cantilever surface in all directions around the pyramid, such that the vdW
heterostructure can adhere well to the cantilever all around the pyramid [14]. With
conventional 12→ inclination, such a tip will not reach the sample surface because
the front of the cantilever will touch it instead. The QTM experiments are therefore
designed such that the inclination of the tip with respect to the sample is small,
↓ 1→. In a commercial AFM we cannot change the inclination angle of the tip since
the laser illumination and detector are designed to work at this angle. Instead, we
mounted the rotator (DDR100 brushless rotator) on a wedge of ↓ 11→ such that
the relative inclination between sample and tip is reduced to about 1→. XY stages
(M30XY from Thorlabs) mounted on top of the rotator, position the device’s point-
of-interest in the center of rotation and assure that the rotation axis is perpendicular
to the sample plane, and the sample surface rotates parallel to itself. DTRCH-AM
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cantilever holder with a modified electrical connection is used to clamp down the
cantilever while electrically connecting it to the measurement circuit. The AFM
enables us to bring the two vdW surfaces (on the tip and the sample) into contact.
Additionally, we use the active force feedback to maintain a constant force during
rotation and measurement with a submicro-Newton precision.

(a) Measurement circuit and cross-section of the
QTM junction. A voltage bias, Vb, is applied be-
tween the two active vdW layers, and the corre-
sponding current, I, is measured

(b) Tip and sample device are brought into
contact using a commercial AFM, fitted with
a piezoelectric rotator that allows to control
the relative angle

Figure 3.38 Schematic of the QTM setup. Adapted from [14].

The measurement circuit is depicted in Fig.4.22b. Measurement is conducted such
that the bias Vb is applied to the sample and the current is collected at the tip.
The applied signal consists of a D.C. voltage (for biasing) from a source measure
unit (SMU, Keithley 2450) and an A.C. voltage (for di!erential conductance) from
a lock in amplifier (SR860) added through a summing amplifier (SIM 980). The
measured tunneling current from the tip is converted to voltage and amplified using
an op-amp (DLPCA-200). The signal is split such that the D.C. value is measured
with a multimeter (DMM7510) and the A.C. value is measured back in the lock in
amplifier. The buried top and bottom graphite gates (Fig.4.22b) with gate voltages,
VBG and VTG, allow modification of electric field in the junction, however within this
thesis, the top gate and bottom gate stay physically shorted to the graphene layers
on top of the sample and tip.
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Chapter 4

Tunneling Spectroscopy

In this chapter, we explore the twist-angle dependent transport characteristics in
various graphene systems. We begin with a brief review of QTM’s working principle
and establish the necessary theoretical framework. Following this, we present both
theoretical simulations and experimental measurements of the interlayer current in
twisted graphene layers in direct contact.
Subsequently, we introduce a tunneling barrier between the tip and the sample to ex-
amine the twist-dependent tunneling current in few-layer graphene samples. Again,
this investigation is conducted through both theoretical analysis and experimental
validation.

Figure 4.1 Adapted from [80].

95
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4.1 QTM’s Working Principle - STM and AFM

The development of the scanning tunneling microscope (STM) revolutionized the
field of meso- and nanoscale physics, enabling unprecedented visualization of elec-
tron behavior in real space [81]. This groundbreaking technology, for which Binnig
and Rohrer were awarded the Nobel Prize in 1986, paved the way for a variety of
other scanning probe techniques that allow for localized measurements of electronic
properties.

Figure 4.2 STM Working Principle. Adapted from [82].

Consider the STM measurement concept as illustrated in Fig.4.2. The core compo-
nent is a thin tip that serves as the source of electrons. The electron wavefunction in
the tip overlap with those in the sample surface, generating a finite tunneling con-
ductance. When a bias voltage is applied between the tip and the sample, electrons
tunnel into the sample surface, producing a current.

According to Fermi’s Golden Rule, the tunneling current I for small bias voltages
Vb (linear regime) can be calculated as [83]:

I = 2ϖe2

⊋ Vb

∑

µ,ν

|Mµ,ν |2ϱ(Eµ ↑ EF )ϱ(Eν ↑ EF ) (4.1)

where Mµ,ν is the tunneling matrix element between the states φµ of the probe and
φν of the surface, and Eµ and Eν are the corresponding eigenenergies in the absence
of tunneling. For simplicity, we consider the limit where the tip is replaced with a
point probe. If the tip wavefunctions are arbitrarily localized, the matrix element is
proportional to the amplitude of φν at the position r0 of the probe, reducing eq.4.1
to [83]:

I ′
∑

ν

|φν |2ϱ(Eν ↑ EF ) (4.2)

Thus, the tunneling current is proportional to the surface local density of states



4.1. QTM’S WORKING PRINCIPLE - STM AND AFM 97

(LDOS) at EF , i.e., the charge density from states at EF at the position of the
point probe. In this simplified model, the microscope image represents a contour
map of constant surface LDOS. Figure 4.3 depicts such an STM image of graphite,
reflecting the spatial charge density over the xy-plane, measured at a fixed tip-sample
distance.

Figure 4.3 STM image (middle), line profile along the dashed lines (left) of
Graphite at constant-height and Vb = ↑300mV . Illustration of monomer
(A) and non-monomer (B) sites (right). Adapted from [84].

The images reveal the hexagonal atomic structure of the lattice, showing current
maxima on three of the six carbon atoms of the hexagonal ring. This is most
visible in the line profile measured along the dashed line, confirming that one kind
of atom presents a higher current density, revealing a di!erence in the LDOS. This
asymmetry between monomer and non-monomer sites (Sec.2.5) is because the low
energy bands are mainly composed of monomer sites, which feature a higher LDOS
near the Fermi level compared to non-monomer sites. Therefore, we observe the
superposition of two triangular lattices with distinct tunneling current amplitudes
[84].

(a) Coherent Tunneling. (b) Incoherent Tunneling.
Figure 4.4 Phase (in-)coherent Tips.

In cases where tips have more than one atom at the apex, as depicted in Fig.4.4a,
STM images can be rather di!erent, since the wave function coming through di!erent
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atoms interfere, yielding a current that is sensitive also to the local phases of the
wavefunctions.

Let’s model the electronic state of the tip with states {|1⇐ , |2⇐ , |3⇐} and sample
states as the set of Bloch states {|k⇐}. If all three tip states are quantum coherent
and equivalent in their contribution, the tip wavefunction can be written as |φ⇐ =

1↘
3(|1⇐ + ei⇀ |2⇐ + eiφ |3⇐) with defined phase relations. The transition amplitude is

then given by:

| ⇓k|Hint|φ⇐ |2 = 1
3

(
|Mk,1|2 + |Mk,2|2 + |Mk,3|2

)

+ 1
3

(
Re(M2,kMk,1) cos(0) + Re(M3,kMk,2) cos(0 ↑ ω) + Re(M1,kMk,3) cos(ω)

)

The first term represents the classical contribution obtained by summing proba-
bilities, while the second term is the interference term dependent on the phase
di!erences between di!erent sites on the tip.

Loss of coherence (decoherence) refers to the diminishing of the interference term,
due to interactions with environmental degrees of freedom, such as lattice vibrations
or electromagnetic fields. This process is illustrated in Fig.4.4b, where electron-
phonon scattering destroys coherence. Consequently, tunneling events become in-
dependent, and summing them classically yields the total current. STM images,
therefore, represent a superposition of images from single-tip atoms shifted by their
relative positions.

The quantum twisting microscope (QTM) is a powerful new instrument comple-
menting previously existing local probes. Rather than measuring the local tunnel-
ing current at the atomic scale, it relies on coherent tunneling across a twistable
finite-area junction formed at the interface between van-der-Waals systems placed
on a scanning tip with a flat plateau on top and on a substrate (Fig.3.38b) [14].
By replacing the sharp tip with a plateau covered by a 2D material, the electrons
delocalize over many equivalent unit cells. The tip Hamiltonian can be expressed as
Htip = HTB + Vedge, where HTB is the periodic crystal field Hamiltonian of the 2D
material and Vedge accounts for the finite tip size. As Lunitcell

Ltip
⇒ 0, Htip approaches

HTB, and the eigenbasis of Htip starts resembling delocalized Bloch states. In this
limit, tunneling occurs between Bloch states, conserving both energy and crystal mo-
mentum. This E-k selectivity allows QTM to directly access the energy-momentum
dispersion of electronic systems [14].

Momentum- and energy-resolved tunneling rely on quantum coherence. The very
existence of a Bloch state |k⇐ on the tip requires defined phase di!erences between
lattice sites, while coupling between Bloch states relies on the interference of the
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Figure 4.5 Interlayer Coupling of Bloch States.

respective wavefunction on both sides of the junction (Fig.4.5). Loss of coherence
results in independent tunneling events across the tip. At higher temperatures, when
inelastic processes such as electron-phonon and electron-electron scattering become
considerable, we can expect the QTM to lose its momentum-resolved nature.

Besides decoherence, momentum-resolved tunneling can be suppressed by elastic
scattering, which provides momentum kicks, breaking momentum conservation dur-
ing tunneling [14]. This typically happens at tip boundaries Vedge and from disorder,
such as vacancies or dislocations (Fig.4.6). This static disorder is represented by the
potential Vdis. Especially at low temperature electrons near the Fermi surface pre-
dominately scatter o! elastically of Vdis and Vedge.

Figure 4.6 Schematic of Structural Disorder in Graphene. Adapted from
[85].

It follows that the previously calculated eigenstates {|k⇐} with well defined momen-
tum and energy relation E(k) from the undisturbed Hamiltonian no longer describe
stable states of the complete system. Strictly speaking k loses its meaning as a good
quantum number. However assuming a weak disorder potential and relatively large
tip plateaus on the atomic scale, so that Vdis and Vedge can be treated perturbatively,
we can introduce the disorder averaged lifetime 1 , a characteristic time interval in
which the new eigenstates can be temporary approximated by the states |k⇐ of the
unperturbed Hamiltonian HTB. The e!ect of Vdis and Vedge can then be modeled
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by scattering an initial state |ki⇐ into |k↗⇐ with a coupling rate 1↓1 proportional to
⇓ki|Vdis|k↗⇐ (Fig.4.7) [86].

If disorder is negligible, our perturbative picture reduces to scattering events occur-
ring after the time 1 required for an electron to traverse the tip. Using graphene’s
Fermi velocity (vF → 106 m

s ), we derive 1 = Ltip
vF

[14]. Thus, even for clean samples
and low temperatures, the lifetime is limited by the tip size Ltip. Unlike STM, where
Ltip ⇒ 0 maximizes resolution, QTM favors tips extending over many unit cells.

(a) Initial Wave Packet. (b) Scattered Wave Packet. (c) |ki⇐ scatters after mean time ϱ .
Figure 4.7 Elastic scattering process of a Bloch wave centered at |ki⇐ into
the spectrum of states {|k↗⇐} with the same energy. Adapted from [86].

Since tunneling relies on wavefunction overlap, tip-sample distance fluctuations are
very problematic. To maintain constant height, the AFM force sensor is used. The
interaction between the tip and sample generates a force field (Fig.4.8a), deflecting
the tip, which is registered by the position-dependent photodetector (Fig.4.8b). The
AFM fixes the deflection distance, by ensuring that a constant force is applied to
the surface while twisting [87].

(a) Lennard-Jones Potential. (b) Feedback Loop.
Figure 4.8 AFM Working Principle: Potential energy U of the tip versus tip
deflection distance r (b) features two basic regions of interaction. First the
long-ranged attractive region created van der Waals Forces (green). Those
arise from dipole-dipole interactions which result from charge fluctuations
in the electron clouds of atoms residing on adjacent layers. Secondly, the
short-ranged repulsive region (blue), originating mainly from Pauli repulsion
between overlapping electron clouds. The AFM (a) fixes the tip deflection
distance, by ensuring that a constant force is applied to the surface. Adapted
from [88][89].

In summary, the QTM merges STM and AFM technologies. The AFM ensures
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constant tip-sample distance and the STM measures current I(ω, Vb) by applying a
voltage across them, while adjusting the angular alignment.

4.2 Transport Between Two-Dimensional Materi-
als with Finite Disorder

In this section, we derive an expression for the tunneling current between parallel
two-dimensional electron systems. The theory is based on impurity-averaged per-
turbation theory, where the second-order contribution defines the tunneling current
as follows [90]:

I(Vb) = ↑4eg

2ϖ


dE

(
f1(E ↑ 0(Vb)/2) ↑ f2(E + 0(Vb)/2)

)

≃
∑

T ↼β
k0p0

T ςεω
k1p1

Im[G1ς↼(k1, k0, E ↑ 0(Vb)/2)]Im[G2βε(p0, p1, E + 0(Vb)/2)],
(4.3)

where fj denotes the Fermi distribution in layer j, Gj is the retarded Green’s function
in layer j corresponding to the propagation of a charge carrier from band ⇀ to band ↼,
T ↼,β

k,p are the interlayer coupling matrix elements, and 0 is the electrostatic potential
energy di!erence between the layers, typically a function of the applied bias voltage
Vb. The overline denotes disorder averaging.

Assuming negligible interlayer disorder-potential correlations, we can independently
perform the averaging in eq.4.3 for each layer. Therefore, our interest lies in MLG’s
disorder-averaged Green’s function G(k, k↗, E). Generally, disorder breaks transla-
tional invariance, causing the Green’s functions to be non-diagonal in the momentum
representation. However, it is reasonable to assume that averaging over many re-
alizations of disorder restores translational invariance, making G(k, E) diagonal in
momentum space [40]. This can be expressed as [91]:

G(k, E) =
(

E ↑ E(k) ± i

21

)↓1
, (4.4)

where 1 represents the electron lifetime. Following typical conventions, we introduce
the spectral function defined as:

A(k, E) = ↑2 Im[G(k, E)]. (4.5)

The spectral function represents the probability density for excitations with wavevec-
tor k to have energy E. When disorder corrections are finite but small, A(k, E) as a
function of E at fixed k is strongly peaked around the real dispersion relation energy
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E(k). Evaluating eq.4.5 transforms the spectral function into Lorentzian form:

A(k, E) = 21↓1

(E ↑ E(k))2 + 1↓2 , (4.6)

indicating a broadening of energy levels with a full width at half maximum (FWHM)
proportional to the inverse lifetime 1↓1.

Since the spectral function is diagonal, eq.4.3 becomes [40]:

I = eg

2ϖ


dE


f1(E ↑0/2)↑f2(E +0/2)

 ∑

p,k

∣∣∣T ↼,β
p,k

∣∣∣
2

A1↼(E ↑0/2, k)A2β(E +0/2, p),

(4.7)
where Ai↼(ki, E) denotes the spectral function for band ⇀ and layer i.

4.3 Simulation of Interlayer Conductance

Equation 4.7 defines an expression for the interlayer current as a function of bias
voltage and lifetime, illustrating that tunneling occurs only between wavefunctions
with matching energy and momentum. In the following, we consider the interaction
between two twisted graphene layers with a relative twist angle, ω. We fix the k-
space basis of the sample layer (bottom ’B’-layer with basis {|kB⇐}) and rotate the
basis of the tip (top ’T’-layer with basis {|kT ⇐}) by the relative angle ω. To elucidate
the resulting physics, we first focus on the linear conductance at T = 0. From eq.4.7,
we obtain the following expression [40]:

G = ⇁Vb
lim
T ⇒0

I(Vb)
∣∣∣∣
Vb=0

+ O(Vb)

= e2g

2ϖ

∑

kT ,kB

∣∣∣T ↼,β
kT ,kB

∣∣∣
2
AB↼(EF , kB)AT β(EF , kT ) + O(Vb),

where T ↼,β
kT ,kB

are the matrix elements defined in 2.123.

Figure 4.9 Energetics.

Due to the low DOS in a single graphene layer,
significant charge accumulation requires a sub-
stantial shift in chemical potential. Therefore, a
small bias voltage applied between the tip and
the sample primarily modifies the chemical po-
tentials, accompanied by a smaller relative shift
in the energy of the Dirac points of the tip and
sample due to the electrostatic potential di!er-
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ence, 0. The magnitude of this shift depends on the geometric capacitance Cg of
the system, which is inversely proportional to dg, the distance between the tip and
sample layers (see Sec.4.26c for more details). In our analytical calculations, we
focus on the limit of small dg, where Cg becomes very large, implying 0 ↖ µ, and
the electrostatic shift 0 can be neglected. Consequently, the chemical potential dif-
ference is entirely determined by the electrical energy, eVb = µB ↑ µT . Assuming
overall charge neutrality, the chemical potentials of the tip and sample feature equal
magnitude and opposite sign, ±µ, leading to eVb = 2µ (Fig.4.9).

(a) ϱ↑1 = 1meV . (b) ϱ↑1 = 10meV . (c) ϱ↑1 = 100meV .
Figure 4.10 Simulated interlayer conductance G as a function of twist angle
ϑ and EF = 0.1eV . The eight conductance peaks correspond to the com-
mensurate angles near 0°, 13.2°, 21.8°, 27.8°, 32.2°, 38.2°, 46.8°, and 60°.

The simulated linear conductance G for Vb = 0.2V and 1↓1 values of 1meV , 10meV ,
and 100meV is plotted in Fig.4.10. The conductance increases sharply near the
commensurate angles, with peak heights scaling with EF 1 , and the peaks narrowing
as 1 increases [40]. When 1 is reduced, some peaks become buried beneath the
conduction tails of neighboring peaks.

To understand the relationship between interlayer current and commensurability, it
is helpful to plot the Fermi surfaces of both layers, periodically extended in mo-
mentum space by adding reciprocal lattice vectors to the crystal momenta of the
electrons. For typical carrier densities, the Fermi surface is well approximated by
a circle centered on the Brillouin-zone corners. Since 0 → 0, the Dirac points of
the tip and sample are aligned in energy but o!set in momentum due to the rota-
tion. The left panels in Fig.4.11 correspond to the incommensurate rotation angles
ω = 17→, 26→, whereas the right panels correspond to the commensurate angles near
ω = 21.8→, 27.8→. Di!erent Fermi surface sizes are used for clarity.

Near commensurate rotation angles, some Fermi spheres begin to overlap. Specifi-
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Figure 4.11 Fermi circles in an extended-zone scheme. The blue (large) and
red (small) circles correspond to the Fermi circles in the unrotated and ro-
tated layers, respectively. The Brillouin-zone boundary connects the centers
of the inner shell of blue circles, as indicated by the dashed lines in the
ϑ = 17→ panel. For commensurate angles, the matching Dirac points mark
the corners of a supercell, as indicated by the orange lines. Adapted from
[40].

cally, at ω = 0→, the Dirac cones of the two layers overlap at the corners of the first
Brillouin zone, and at ω = 21.8→, they overlap at the corners of the third Brillouin
zone [40].

At low energy, the Fermi surfaces are nesting when the Dirac points match per-
fectly (Fig.4.12). As a result, tunneling occurs between identical states, sharing the
same energy and momentum, leading to the prominent peaks in Fig.4.10. Away
from commensurate angles, the energy di!erence between states with the same ex-
tended momentum is typically much larger than the Fermi energy and the spectral
function width 1↓1. Consequently, the conductance is very small away from the
commensurate-angle peaks.

We can visualize the contributions in k-space in Fig.4.13 by plotting the following
expression:

GB(kB) = e2g

2ϖ

∑

kT

∣∣∣T ↼,β
kT ,kB

∣∣∣
2

AB↼(EF , kB)AT β(EF , kT ) (4.8)

This approach allows us to map the contribution of each kB-state in the bottom
layer. As anticipated, unlike incommensurate layers, commensurate layers exhibit
pronounced peaks in the outer Brillouin zones, corresponding to the matching of
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Figure 4.12 Nesting of Dirac cones at commensurability. For commensurate
rotation angles, every momentum state on the rotated Fermi circle is mapped
onto a momentum state of an unrotated Fermi circle.[40]

Dirac cones. Again, the sketched hexagons indicate the new super cell.

A decreasing peak conductance with increasing extended momentum |k| can be
observed, which results from the exponential decay of the interlayer tunneling am-
plitude tk (Fig.2.47b). Consequently, for the 21.8→ peak, where the Dirac cones
align at the corner of the third Brillouin zone instead of the first, the correspond-
ing |tk|2 is predicted to be two orders of magnitude smaller than |tK|2. For the
subsequent commensurate angles at 27.8→ and 32.2→, |tk|2 is expected to decrease
by an additional two orders of magnitude. Conversely, |tk|2 at 13.2→ and 46.8→ is
predicted to be four orders of magnitude smaller than the 21.8→ peak. This explains
the varying peak intensities observed in Fig.4.10 and why the current characteristics
of other commensurate angles with matching at even higher extended momentum
are buried under the tails of adjacent commensurate peaks, even when considering
large lifetimes.

This strong decay across the series of commensurate angles can be illustrated by
decomposing the extended k-space map into shells (Fig.4.14b) and plotting their
individual contributions (Fig.4.14a). Dirac points lying on these shell lines share
the same extended |k|, meaning that the interlayer coupling |tk|2 for states close to
them contributes within the same order of magnitude. Figure 4.14a enables us then
to localize the regions in k-space from which the commensurate peaks arise.

Finally, a few remarks on the validity of the perturbative theory employed are war-
ranted. Equation 4.7 is valid in the weak tunneling regime, where |T | is smaller than
the lifetime broadening 1↓1, so that the phase of the electron wave function is de-
stroyed between two tunneling events. Consequently, the system can be described as
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Figure 4.13 Mapping of conductance contribution log10(GB(kB)) (eq.4.8)
in an extended-zone scheme. Contribution strength is proportional to the
brightness. Conductance contributions occur where the Fermi circles inter-
sect and are significantly larger when the intersection occurs closer to the
origin of momentum space. At commensurate angles, peaks arise in higher
Brillouin zones.

two nearly decoupled layers, and the electron dynamics between transition processes
is primarily governed by the single-layer Hamiltonian.

Conversely, in the limit of large |T | relative to the inverse lifetime, we encounter
a strongly coherently coupled junction, where the resulting eigenstates cannot be
reasonably approximated in the Bloch basis of a single layer. The divergence of G in
Fig.4.10 indicates the breakdown of this perturbative framework [40]. At commen-
surate angles, electrons rapidly delocalize across the two layers, and the crystal wave
functions near the Dirac point represent coherent equal-weight contributions from
both layers. Here, our perturbative approach fails. To determine the electronic prop-
erties of this hybridized interface at commensurate angles, a tight-binding method
(Sec.2.2.2) could be employed, now involving 14, 26, or 38-component eigenvectors
that reflect the contributions of all atoms within the moiré supercells at 21.8→, 27.8→,
and 13.2→, respectively. However, even near commensurate angles, strong coupling
can significantly alter the electronic properties compared to the monolayers. Par-
ticularly in the small-angle regime (ω < 10→), the interaction causes band flattening
(Sec.2.7.6). The substantial enhancement of the DOS at EF is entirely neglected in
our perturbative model, which, as a result, generally underestimates the expected
current. While these limitations of the perturbative approach preclude accurate
predictions of current density, they nonetheless provide qualitative insights into the
twist angle dependence observed in our measurements.
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(a) Conductance contributions. (b) Shell structure.
Figure 4.14 Shell numbering of the momentum lattice and the calculation
of respective contributions from each shell.

4.4 Measurement of the Interlayer Conductance

The experiments commence with the formation of a twisted interface between two
graphite layers, each several tens of nanometers thick. A bias voltage of Vb = ↑0.1V

is applied across the interface, and the conductance, G = dI
dV , is measured at room

temperature (T = 300K).

Figure 4.15 Schematics of the QTM junction (left), illustrating the formation
of a continuously twistable interface between two graphite flakes. A bias
voltage Vb is applied across the junction, and the conductance G is measured
(right). A significant tunneling contribution arises from inelastic phonon
scattering processes at the interface. Adapted from [92].

Figure 4.16 presents the conductance G, measured versus twist angle ω. The graph
exhibits mirror symmetry around ω = 30→ (ω ⇒ 60→ ↑ ω), where the conductance
reaches its minimum. As the angle decreases towards ω = 0→, the conductance rises
continuously, but plateaus at small angles (|ω| < 3→) due to the contact resistance.
Additionally, G exhibits pronounced peaks at commensurate angles of ω = 0→, 21.8→,
and 38.2→.

It is surprising that the conductivity decreases only gradually, even at large incom-
mensurate rotation angles, contrary to theoretical predictions which suggested that
current transport in this regime should be substantially suppressed by a few orders
of magnitude (Fig.4.10). Furthermore, the expected commensurate peaks at 13.2→,
27.8→, 32.2→, and 46.8→ are absent.
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Figure 4.16 Measured conductance, dI
dV , versus rotation angle ϑ between two

graphite flakes in direct contact (Vb = 0.1V , T = 300K). The sample and tip
remain in continuous contact throughout the measurement. Commensurate
angles 0→, 21.8→, and 38.2→ are indicated by vertical lines.

To interpret these observations, it is instructive to consider the system in momen-
tum space (Fig.4.17). Although the band structure of graphite is more complex
than that of MLG, it is evident that if the graphite flakes are twisted relative to
each other by more than a few degrees, the momentum mismatch between their re-
spective bands also becomes too large to permit elastic, momentum-conserving tun-
neling. The relatively smooth conductance, as opposed to a sharp decay, indicates
access to other inelastic tunneling channels. Given the much shallower dispersion
of phonons, phonon emission or absorption may su”ce to supply the missing mo-
mentum, qph → 2|K| sin (ω/2), enabling inelastic tunneling across the interface [92].
Consequently, smaller peaks corresponding to other commensurate angles may be
completely buried within this gradually decreasing background.

Figure 4.17 Fermi surfaces in k-space of the top and bottom graphite layers
(left) and the corresponding energy bands (right). At a finite twist angle,
there is a momentum mismatch between these energy bands, and momentum-
conserving electronic tunneling between the layers can occur only via the
emission or absorption of a phonon that provides the missing momentum
qph(ϑ). Adapted from [92].

The observed mirror symmetry around ω = 30→ can be explained by recognizing that
for each electron tunneling from the K-point in the top layer and emitting a phonon
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corresponding to ω, there is an equivalent process involving an electron tunneling
from the K’ point and emitting a phonon corresponding to (60→ ↑ ω) [92].

The remaining asymmetric features in the spectrum likely reflect additional momentum-
non-conserving processes, potentially arising from scattering due to atomic defects
or the edges of the tip.

4.5 Hexagonal Boron Nitride Tunneling Barrier

Since the the hybridization of the tip with the sample can substantially alter the
system’s properties, it does not allow to probe the sample’s unperturbed charac-
teristics. To achieve non-invasive measurements, we introduce layers of hexagonal
boron nitride (hBN) as a tunneling barrier between the sample and the tip to sup-
press unwanted hybridization at the interface. This barrier significantly increases
the tunnel junction resistance, ensuring that an applied bias predominantly falls
across this junction, thereby preventing contact resistance from influencing mea-
surements, even near ω = 0→. Furthermore, the weakened interlayer coupling makes
the perturbative treatments valid across all twist angles.

hBN also crystallizes in a hexagonal lattice, where the carbon sublattices (Fig.2.17)
are replaced by nitrogen and boron sublattices, with distance between nearest sites
a = 1.44Å. In our tight-binding model, the distinction between boron and nitrogen
atoms is accounted for by introducing di!erent on-site energies, EB and EN, for the
respective sublattices. This results in the following Hamiltonian:

H =


 EB ↑↼BN


i eik·ωi

↑↼BN


i e↓ik·ωi EN



 , (4.9)

where EB = 6.0eV , EN = ↑1.9eV , and the nearest-neighbor hopping amplitude
↼BN = 1.6eV [93].

The resulting band structure is shown in Fig.4.18. We observe similarities in the
global dispersion behavior of both graphene and hBN, characterized by the band
gap extrema at the ! and K points, a consequence of their shared lattice structure.
However, we note the degeneracy at the Dirac points are lifted and replaced by large
band gaps. This significant gap opening is a direct consequence of the inequality
between the two sublattices, which breaks the I-symmetry. Consequently, the IT -
symmetry that protects the band crossing in graphene is absent, allowing the gap
to open. As a result, the DOS exhibits a sharp onset at the band edge energy,
approximately following ↓ m↑

ϱ⊋2 (eq.2.31).
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Figure 4.18 Band structure and DOS calculated using the tight-binding
method.

The band gap of hBN is experimentally determined to be approximately EG → 6eV

[94]. Consequently, hBN acts as an insulator, making it a suitable barrier material
for our tunnel junctions (Fig.4.19a). A crucial aspect for our purposes is the band
alignment between hBN and graphene. Tunneling experiments suggest that the
e!ective barrier height is approximately %V = ↑1.5eV , representing the di!erence
between the valence band edge of hBN and the Dirac point energy of graphene
(Fig.4.19b) [95].

(a) Cross-section of the junction. (b) Band alignment of hBN and graphene.
Figure 4.19 hBN as a tunneling barrier. Adapted from [14].

When a bias voltage is applied between the sample and the tip, electron accumu-
lation occurs on one layer, while electron depletion (hole accumulation) occurs on
the opposite layer (Fig.4.20a). This is described by the respective rise and lowering
of the chemical potentials in both layers. In contrast to measurements taken with
direct contact, we consider the relative shift in the energy of the Dirac points of the
tip and sample due to the electrostatic potential di!erence 0 and the resulting static
electric field Eg within the hBN barrier:

0 = eEgdg, (4.10)

where dg is the thickness of the barrier, and we assume a homogeneous field within
it. Consequently, the bias potential energy eVb can be expressed as:

eVb = 0 + µB ↑ µT , (4.11)
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(a) Field distribution. (b) Energetics.
Figure 4.20 Tunneling junction.

As illustrated in Fig.4.20b, 0 causes an energy mismatch between the Dirac points,
and the field linearly bends the barrier. Tunneling can only occur between occupied
and unoccupied states; hence, the relevant energy interval for tunneling is defined
by the two chemical potentials (bias window). Additionally, since %V ↖ %C , holes
encounter a smaller barrier than electrons. Therefore, at low voltages, hole tunneling
is expected to be the dominant current contribution.

(a) Wavefunction decay within the barrier. (b) Decay of tunneling amplitude.
Figure 4.21 Implications of the WKB approximation.

To model the decay of the wavefunction within the barrier, we apply the WKB
approximation. The tunneling barrier potential is influenced by the electric field,
taking the form:

V (z) = %V ↑ |0|
2 + |0|

dg
z, (4.12)

resulting in the tunneling amplitude:
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tW KB(E) = exp


↑ 1
⊋

 dg

0

√
2m↑(E ↑ V (z)) dz


(4.13)

= exp


↑ 2dg

⇑
2m↑

3⊋|0|

(
(E ↑ %V + |0|

2 ) 3
2 ↑ (E ↑ %V ↑ |0|

2 ) 3
2

)
, (4.14)

where the e!ective hole mass in hBN is given by m↑ → 0.5me [95]. Consequently, the
tunneling amplitude exhibits an exponential decay, suppressing contributions from
large positive energies (Fig.4.21b).

4.6 Electrostatics of the Tunnel Junction

(a) Tunneling junction. (b) Measurement circuit.

(c) Field distribution.
Figure 4.22 Electrostatics of the tunneling junction. Adapted from [96].

In the following, we develop a quantitative description of the electrostatics within
the tunnel junction. The tunnel segment is characterized by its tunneling resistance
RT and capacitance CT , where the latter can be derived by di!erentiating eq.4.11
with respect to the charge density σ, yielding the following expression:

1
CT

= 1
Cg

+


1
CB

q

+ 1
CT

q



= 1
Cg

+ 1
Cq

, (4.15)
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Therefore, CT is composed of the geometric capacitance Cg = ϑn
ϑ⇀ and the quantum

capacitance Cq = ϑn
ϑµ .

The Cg refers to the ”classical” capability of a material to accumulate charges in
response to a di!erence in electrostatic potential. For a area-normalized parallel
plate capacitor, it is defined as:

Cg = 2hBN20
dg

, (4.16)

where 20 denotes the vacuum permittivity, and 2hBN = 3.2 is the dielectric constant
of hBN [14]. In contrast, Cq arises from the Pauli exclusion principle and accounts
for the energy required to shift the chemical potential. Since the tip and sample
systems can di!er, Cq is defined as the in-series sum of the quantum capacitances
of the two systems, such that 1

Cq
= 1

CB
q

+ 1
CT

q
.

The complete tunnel junction is schematically depicted in Fig.4.22a. The system
includes a top gate and a bottom gate, each separated from the sample and tip
by additional hBN spacers. This configuration can be modeled by the measure-
ment circuit shown in Fig.4.22b. The top and bottom gates are represented by two
capacitors with geometrical capacitances CT G and CBG, respectively, defined as:

CBG = 2hBN20
dBG

, CT G = 2hBN20
dT G

, (4.17)

where dBG and dT G denote the respective hBN spacer thicknesses. The gate voltages
VT G and VBG control these gates, while Vb denotes the bias voltage between the
sample and the tip. The contact resistance, denoted by Rk, is assumed to be much
smaller than the tunneling resistance RT (Rk ↖ RT ), ensuring that the applied bias
primarily falls across the tunneling resistance RT , even when ω = 0→.

The objective of the subsequent derivation is to determine µB, µT , and 0 in response
to the externally controllable parameters Vb, VBG, and VT G.

The charge accumulation on the layers and the resulting field distribution (Fig.4.22c)
are governed by the first Maxwell equation in one dimension:

⇁zE = σ

2r20
, (4.18)

where the carrier occupation is defined as:

σ(µ) = en(µ) = e


dE fD(E) DOS(E), (4.19)
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where fD is the Fermi-Dirac distribution, which accounts for the finite temperature.
However, since the temperature T is typically much lower than the Fermi temper-
ature TF in electronic systems, we approximate µ → EF and fD(E) → ω(E ↑ EF ),
valid in the limit T/TF ⇒ 0. In this limit, Cq is directly proportional to the DOS.
Figure 4.23 illustrates σ(µ) for di!erent FLG systems, showing an increase in charge
density with the number of layers, leading to an increase in the junction’s quantum
capacitance.

Figure 4.23 Charge density in FLG systems.

According to eq.4.18, the charging of the top and bottom layers causes a correspond-
ing change in the electric field:

ET G ↑ Eg = sign(µT )en(µT )
2hBN20

, Eg ↑ EBG = sign(µB)en(µB)
2hBN20

. (4.20)

Rewriting these equations in terms of the corresponding potential energy (eq.4.10),
we obtain:

ET G ↑ Eg = 0T G ↑ 0T L

edT G
↑ 0T L ↑ 0BL

edg
= sign(µT )en(µT )

2hBN20
, (4.21)

Eg ↑ EBT = 0T L ↑ 0BL

edg
↑ 0BL ↑ 0BG

edBG
= sign(µB)en(µB)

2hBN20
. (4.22)

Since the sample is grounded (0B = 0), and the large quantum capacitance of
three-dimensional graphite leads to a negligible shift in µGate (µT G → µBG → 0), we
redefine the remaining quantities as 0T = 0, 0T G = eVT G, and 0BG = eVBG. The
electrostatics of the tunneling junction is then fully described by the following three
equations:
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CT G(eVT G ↑ 0) ↑ Cg0 = sign(µT )en(µT ),

Cg0 + CBGeVBG = sign(µB)en(µB),

eVb ↑ 0 = µB ↑ µT ,

(4.23)

In the classical limit, the quantum capacitance Cq ⇒ ∞, rendering any shift in µ

negligible. However, given the low carrier density of graphene, the quantum capac-
itance of the junction is generally of the same order of magnitude as its geometric
capacitance [14].

To explore how these results vary with di!erent sample systems, we consider two
extreme cases: a MLG sample and a graphite sample (with the tip covered by MLG
in both cases).

(a) Graphene sample. (b) Graphite sample.
Figure 4.24 E!ect of finite bias on the electrostatic quantities.

Starting with an MLG sample under zero gating and assuming overall charge neu-
trality, symmetry enforces µB = ↑µT . The low-energy DOS of MLG can be
approximated by DOSMLG(E) = 2|E|

ϱ⊋2v2
F

(eq.2.30), leading to a carrier density of
nMLG(µ) = sign(µ) µ2

ϱ⊋2v2
F

. Solving the set of equations provides the following rela-
tions:

µB/T = ⇔Cgϖ⊋2v2
F

e2



1 ↑

1 + e3Vb

Cgϖ⊋2v2
F



 , for Vb > 0,

µB/T = ±Cgϖ⊋2v2
F

e2



1 ↑

1 ↑ e3Vb

Cgϖ⊋2v2
F



 , for Vb < 0,

0 = eVb ⇔ 2µB/T .

(4.24)

In contrast, for a graphite sample, we expect a negligible energy shift (µB ⇒ 0),
resulting in:
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µT = +Cgϖ⊋2v2
F

2e2



1 ↑

1 + 4e3Vb

Cgϖ⊋2v2
F



 , for Vb > 0,

µT = ↑Cgϖ⊋2v2
F

2e2



1 ↑

1 ↑ 4e3Vb

Cgϖ⊋2v2
F



 , for Vb < 0,

0 = eVb + µT .

(4.25)

Figure 4.24 depicts the dependence of µB, µT , and 0 on Vb for both systems, assuming
an hBN barrier with dg = 2nm. The symmetry µB = ↑µT observed for MLG is
absent in the graphite system.

In conclusion, as the number of layers increases, the response in µB decreases due
to the larger DOS. In the limit of graphite (CB

q ∝ CT
q ), the quantum capacitance

of the junction is dominated by the MLG tip.

4.7 Fowler–Nordheim Tunneling

Figure 4.25 Tunneling between hBN and
graphene.

Thus far, hBN has been treated as a k-
independent potential barrier, with its in-
trinsic structure accounted for only by mod-
ifying the e!ective mass. This approxima-
tion is valid at low bias voltages. However,
under high bias conditions, the bending of
the hBN bands becomes significant enough
to allow charge carriers to directly tunnel be-
tween graphene and the band states of hBN.
This is referred to as the Fowler–Nordheim
field emission regime [97]. As illustrated in Fig.4.25, the reduced barrier width d0

caused by the valence band bending can be expressed as:

d0 = (E ↑ %V ) d

|0| , (4.26)

This results in the tunneling amplitude:

thBN(E) = exp


 ↑ 1
⊋

 d0

0

√
2m↑(E ↑ V (z)) dz



 = exp


 ↑ 2dg

⇑
2m↑

3⊋|0| (E ↑ %V ) 3
2



,

Applying Fermi’s Golden Rule, the tunneling current can be approximated as follows



4.8. MONOLAYER GRAPHENE 117

[95]:

IhBN = 2ϖe

⊋

 ”V +|⇀|

↓⇑
dE |thBN|2(1 ↑ fD(E))DOSMLGDOShBN, (4.27)

The breakdown of the barrier imposes an upper limit on the applied bias to ensure
that contributions from IhBN remain negligible. In the extreme case, where the
quantum capacitance Cq approaches infinity (i.e., the classical limit where all energy
is contained in the field), the expected breakdown voltage is given by Vb → |”EV |

e .
For finite values of Cq, this breakdown voltage shifts to higher values.

4.8 Monolayer Graphene

In this section, we examine tunneling experiments involving a MLG tip and an MLG
sample, separated by a thin hBN barrier. The tunneling current, as a function of
bias voltage and twist angle, provides direct signatures of momentum-resolved dis-
persions. Our focus is on elastic tunneling processes, which predominate as long as
the Fermi circles of the tip and sample intersect in the first Brillouin zone. Conse-
quently, we restrict our analysis to small twist angles (i.e., ω < 5→). Additionally,
we limit our bias range to ±1.5V to ensure that the Fowler-Nordheim tunneling
contribution remains negligible. We begin with a theoretical investigation of the ex-
pected tunneling spectrum, analyzing the emerging characteristic features and their
response to altered initial conditions. Subsequently, we present our experimental
results and compare them to theoretical predictions.

4.8.1 Theory

In this subsection, we simulate the tunneling current as a function of bias and
twist angle and extract the functional dependence of the characteristic features.
We visualize the dynamics in momentum space and illustrate the e!ect of varying
temperature, lifetime, geometric capacitance, and gate voltage.

Tunneling Spectrum

Figure 4.26 shows the simulated tunneling current, I, as well as the di!erential
conductance, G = dI

dV , versus the interlayer bias, Vb, and twist angle, ω, for 1↓1 =
5meV, Cg = 189 nF

cm2 , dg = 1.5nm, 2hBN = 3.2 at T = 300K. Figure 4.26c illustrates
the electrostatics of the junction.
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(a) I(ϑ, Vb). (b) dI
dV (ϑ, Vb). (c) Electrostatics.

Figure 4.26 Simulated tunneling spectra for MLG.

Around ω = 0→, the tunneling current I increases slowly with Vb at low bias, followed
by a sharp increase along a curved X feature, V ↑↑(ω), in the ω-Vb plane. This is
followed by a sharp drop at slightly higher Vb. In the conductance, this sharp drop
in I manifests as a strong negative di!erential resistance. In addition to the strong
curved X feature, we observe a straight X feature, V ↑(ω), along with broad edges.
This motivates the decomposition of the spectrum into three regions: the small bias
regime Vb < V ↑(ω), delimited by the straight X feature; the intermediate regime
V ↑(ω) < Vb < V ↑↑(ω), situated between the straight and curved X features; and the
high bias regime Vb > V ↑↑(ω), situated above the curved X feature.

Geometrical Analysis

Figure 4.27 E-k-space
geometry.

To elucidate the origin of the two main features observed,
we begin with a purely geometrical consideration of the E-k-
space. At a given twist angle ω, the Dirac cone of one MLG
is shifted in momentum by → |K|ω relative to the other,
while the parameter 0 induces a relative energy shift.

The conservation of energy and momentum restricts tunnel-
ing to states possessing the same energy and momentum.
This restriction corresponds to the intersections of the dis-
persion lines, which are defined by the following conic equa-
tions:

q2
x +

(
qy ↑ |K|ω

2

)2
=

(
E + 0/2
⊋vF

)2
(4.28)

q2
x +

(
qy + |K|ω

2

)2
=

(
E ↑ 0/2
⊋vF

)2
(4.29)
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By subtracting eq.4.28 from eq.4.29, we obtain:

E = (⊋vF )2 |K|ω
0

qy (4.30)

Substituting E from eq.4.30 into eq.4.28, we derive:

qx = ±

√
((⊋vF |K|ω)2 ↑ 02)((2⊋vF qy)2 ↑ 02)

⊋vF 0
(4.31)

Therefore, the parametric expression for the intersection curve in E-k-space is:



 ±

√
((⊋vF |K|ω)2 ↑ 02)((2⊋vF qy)2 ↑ 02)

⊋vF 0
, qy, (⊋vF )2 |K|ω

0
qy



 (4.32)

Figure 4.28 Intersections of two Dirac cones. Adapted from [98].

It follows that the intersection curve lies on a plane containing the qx-axis (Fig.4.28).
This planar curve, referred to as a conic section, takes the form of an ellipse when
0 > ⊋vF |K|ω, and a hyperbola when 0 < ⊋vF |K|ω. In the degenerate case where
0 = ⊋vF |K|ω, the intersection curve reduces to a simple line segment. Projecting
these curves onto the qx-qy plane traces a path through k-space, encompassing all
states with matching energy and momentum. In this simplified geometrical model,
the functional dependence of the current results directly from the bias and twist-
angle dependent intersection path.
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Momentum Space Analysis

(a) kBT = 4meV (b) kBT = 26meV
Figure 4.29 Calculated line profile I(ϑ, 0.4V ).

Examining the line profile I(ω) at 0.4V for T = 45K (Fig.4.29a) and T = 300K

(Fig.4.29b) is illustrative. To fully recover the functional dependence of the spec-
trum, we must consider that only segments of the intersection path situated within
the bias window contribute. For this purpose, we analyze the momentary k-space
contribution map, introduced in Sec.4.3, for a range of specific angle configurations
as shown in Fig.4.31 and Fig.4.32. The k-space map is now centered at the Dirac
point KD in the unrotated BZ and includes the intersection lines of the cones (white),
the contours of constant energy of the top (red) and bottom (blue) layer at energy
µT , rotated relatively by ±ω/2. For illustration purposes, we set the tunneling matrix
element for the simulation of Fig.4.31 and Fig.4.32 to be a momentum-independent
constant. The background brightness is proportional to the current contribution.

Next, we smoothly decrease the twisting angle from 4→ to 0→ and analyze how the
current evolves. From our geometrical consideration, we know that for 0 ↖ ⊋vF |K|ω,
tunneling states lie on a hyperbolic curve and both cones are strongly misaligned.
Consequently, the paths lie completely outside the bias window, suppressing any
considerable contribution besides a very small but finite current predominantly from
thermal smearing.

Figure 4.30 Smearing.

At a given bias voltage, we can expect momentum-
conserving tunneling to sharply onset when the Fermi sur-
face of one layer touches the empty bands of the other layer
[14]. However, as illustrated in Fig.4.30, thermal broaden-
ing of the order of kBT relaxes the onset condition. There-
fore, room temperature smearing has almost eliminated
all the detailed structure related to the onset feature in
Fig.4.29b at V ↑(ω). In particular, since the onset is en-
tirely determined by the band characteristics at the edges
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of the bias window, thermal smearing exhibits its strongest
e!ects here. Accordingly, comparing Fig.4.29a and Fig.4.29b, the only observable
di!erences lie around V ↑(ω).

(a) ϑ = 3.0→. (b) ϑ = 2.1→. (c) ϑ = 1.0→.
Figure 4.31 Energetics (above) and I(k)-map (below) centered at KD (unro-
tated) for Vb = 0.4 V. White lines correspond to intersection lines, blue and
red lines represent energy contours of band states at µT (rotated by ±ϑ/2
respectively). Background brightness is proportional to current strength.

In the I(kB)-map for Vb = V ↑ (Fig.4.31b), we observe the blue and red contour lines
touching, while a white interaction line traces through the intersection point. For
the charge-neutral case µ = µB = ↑µT , this condition happens simultaneously for
the Fermi surfaces of the top and bottom layers when:

0 + µB ↑ µT = eVb = ±⊋vF |K|ω (4.33)

E!ectively, this relation is the Dirac equation of graphene, but with energy E and
momentum q replaced by Vb and |K|ω, respectively.

Since in E(k) space this happens at E = µB + 0/2 as well as E = µT ↑ 0/2, we
could expect both hyperbolic branches (white lines) to show the same contribution.
However, we note that the contribution from the intersection line sitting above
the Dirac point energy is completely suppressed. This asymmetry results from the
asymmetric band alignment of hBN with MLG. Since electrons in the positive energy
regime have to overcome a larger barrier, their contribution is strongly suppressed
(eq.4.14).

As we further decrease the angle (Fig.4.31c), we continuously increase the overlap
of the energy contours, thereby increasing the fraction of the intersection path lying
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inside the bias window. Consequently, the current continuously increases until we
arrive at the ’nesting’ condition, roughly at → 0.7→ (Fig4.32a). This marks the
transition from a hyperbolic intersection to an elliptical intersection curve, where
states along a line match in momentum and energy. According to eq.4.32, shifting
the Dirac bands in energy by

0 = ±⊋vF |K|ω (4.34)

will bring the two MLG Dirac dispersions into nesting.

The large number of available energy-momentum conserving states causes the strong
peak in the diagram, which corresponds to the curved X-feature in Fig.4.26. Due
to the exponential decay with increasing energy, we observe that the strongest con-
tribution in the I(k)-map comes from states close to the lower edge of the bias
window.

(a) ϑ = 0.7→ (b) ϑ = 0.4→ (c) ϑ = 0.0→

Figure 4.32 Energetics (above) and I(k)-map (below) centered at KD (unro-
tated) for Vb = 0.4 V. White lines correspond to intersection lines, blue and
red lines represent energy contours of band states at µT (rotated by ±ϑ/2
respectively). Background brightness is proportional to current strength.

Further decreasing the angle is accompanied by a strong drop in I. Since the tun-
neling states now sit on a limited elliptical path (Fig.4.32b), the drop is concomitant
with a substantial loss of energy-momentum-matched eigenstates in the two layers.
We also observe that the current becomes relatively insensitive to further changes
afterward. Because the ellipse lies deep inside the bias window, the path is not
limited by the bias window edges and thus shows a weaker response to changes in
bias or angle. Finally, at 0→, the atoms of the two layers are completely registered
in real space, and the intersection curve forms a circle with radius |⇀|/2

⊋vF
lying in a

horizontal plane between the two vertically shifted Dirac points (Fig.4.32c).
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Reduced Zone Scheme

Figure 4.33 Tunneling in
the Reduced Zone Scheme.

Note that, up to this point, the k-space maps were cal-
culated in the extended zone scheme, as illustrated in
Fig.4.34b and limited to the environment of KD. Al-
lowed interlayer tunneling processes are diagonal in the
generalized extended momentum. Alternatively, we can
project the relevant contributions of the K-point coun-
terparts at the edges of the Brillouin zone into the vicin-
ity of KD. According to eq.2.118 in the reduced zone
scheme, besides ⇓k, 1|V |k, 2⇐, we must also consider the
terms ⇓k, 1|V |k + bM

2 , 2⇐ and ⇓k, 1|V |k ↑ bM
1 , 2⇐, which

result from contributions from the other two equivalent
K-points.

The resulting I(k)-maps are depicted in Fig.4.34a for hyperbolic intersection paths
and Fig.4.34c for elliptical intersection paths. We can now observe three representa-
tive current patterns, rotated relative to each other, reflecting the trigonal symmetry
of the system.

(a) Reduced Zone Scheme at
ϑ = 3.0→

(b) Extended Zone Scheme at
ϑ = 0.7→

(c) Reduced Zone Scheme at
ϑ = 0.4→

Figure 4.34 Reduced vs Extended Zone Scheme. The bottom layer remains
unrotated while the top layer is rotated by ϑ.

Tunnel Barrier

In Fig.4.35, the spectra for various barrier configurations are presented. When
|%V | ∝ |Vb|, the variations in the tunneling amplitude tW KB (eq.4.14) within the
bias window become negligible. Consequently, all energies within the bias window
contribute similarly, as would be the case without any barrier interaction. As the
barrier height decreases, the absolute current increases. However, this reduction
in barrier height also leads to a greater relative suppression of contributions away
from the lower edge of the bias window. This phenomenon can be observed as an
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(a) no barrier interaction (b) #V = ↑1.5eV, #C ⇒ ∞ (c) #V = ↑1.0eV, #C ⇒ ∞
Figure 4.35 Tunneling spectra with di!erent barrier configurations

increased steepness in the rise of the total current with a larger bias, as the lower
edge of the bias window shifts to lower energies.

Analytical Expression

We can express the functional dependence of the onset condition (eq.4.33) as follows:

eV ↑
b (ω) = ±⊋vF |K|ω (4.35)

Similarly, the nesting condition (eq.4.34) can be expressed as:

eV ↑↑
b (ω) = 0 + 2µ = 0 + 2 sign(0)


ϖ⊋2v2

F Cg|0|
e2

= ±⊋vF |K|ω ± sign(ω)


4ϖ⊋3v3
F Cg|K||ω|
e2

(4.36)

Equation 4.35 and eq.4.36 are plotted in Fig.4.36, reproducing the characteristic
features observed in Fig.4.26.
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Figure 4.36 Schematic of the charge-neutral MLG-MLG tunneling experi-
ment, showing the analytically derived lines in the ϑ-Vb plane, which corre-
spond to the momentum-resolved ’onset’ and ’nesting’ conditions.

Geometric Capacitance

Figure 4.37 depicts the spectra for di!erent dg values and the corresponding Cg,
along with the analytically predicted curves. The onset line maintains its shape
irrespective of Cg, since eq.4.35 depends only on the total bias energy eVb.

In contrast the slope of the nesting line approaches the onset line for decreasing
geometric capacitance. Since the nesting condition is determined by 0, the nesting
lines are sensitive to the energy distribution between chemical and electrostatic
potentials.

(a) dg = 0.5nm, (Cg = 566 nF
cm2 ). (b) dg = 1.5nm, (Cg = 189 nF

cm2 ). (c) dg = 4.0nm, (Cg = 71 nF
cm2 ).

Figure 4.37 Dependence on hBN thickness (Capacitance). The gray (black)
line corresponds to the onset (nesting).

According to eq.4.23, we can express the relationship between µ and 0 as:

0 = e2dg

202hBN
n(µ) =


e2

2202hBN

2µ

ϖv2
F⊋2 dg



µ = (qT F dg)µ, (4.37)

where qT F = e2

2▷0▷hBN
DOS(µ) is the Thomas-Fermi screening wavevector. Accord-
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ingly, the ratio of shifts in electrostatic and chemical potentials is of the order of
qT F dg.

At small bias voltages, in the limit of qT F dg ↖ 1, where the geometric capacitance is
large (corresponding to a thin barrier), %0 ↖ %µ. Therefore the bias hardly shifts
the energy bands but mostly changes their occupation and we can approximate
e|Vb| → 2|µ|. According to eq.4.36 nesting lines move further apart due to the
decreasing contribution from the square root term.

In the opposite limit, where qT F dg ∝ 1, which corresponds to the case of a thick
tunneling barrier, most of the applied bias goes into shifting the bands, and only a
small fraction of it goes to increasing the chemical potentials. We enter the classical
regime where 0 → eVb. Accordingly, with increasing dg, the onset and nesting lines
converge.

Finite Lifetime

(a) ϱ↑1 = 1meV . (b) ϱ↑1 = 10meV . (c) ϱ↑1 = 50meV .
Figure 4.38 Lifetime dependence.

Finite temperature introduced thermal smearing ↓ kBT of the bias window entering
via the Fermi-Dirac functions. An additional source of broadening arises due to the
finite electron lifetime 1 , which results in a Lorentzian broadening of the spectral
functions. This broadening directly a!ects the linewidth in E-k-space, influencing
features irrespective of their position, whether near the edge or deep within the
bias window. This e!ect is particularly critical for the linewidth of the nesting lines,
where the tunneling states are distributed across the entire bias window. Figure 4.38
illustrates the di!erential conductance for varying electron lifetimes 1 . Decreasing
1 not only causes smearing of the curved X feature but also leads to the emergence
of a gap-like feature in the center of the spectrum.

To further analyze the width of the curved X feature, we consider the line profile
I(ω) at a small bias of Vb = 4mV , as shown in Fig.4.39. The profile exhibits a
roughly Lorentzian shape with a linewidth %φ of approximately described by the
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relation:
1↓1 = ⊋vF |K|%φ

2 (4.38)

(a) Line profile I(ϑ, 4mV ). (b) Energetics.
Figure 4.39 Lorentzian current broadening near charge neutrality.

Alternatively, we can examine a line profile G(Vb) at ω = 0→ (Fig.4.40). While small
bias misaligns the Dirac points, substantial tunneling remains possible as long as
0 < 1↓1 due to the overlap of the spectral function. Consequently, the significant
drop in conductance is shifted to a finite bias, producing the gap-like feature in
Fig.4.38. In the small bias regime, the bias gap %b can be estimated by assuming
µ ∝ 0:

1↓1 → 0 = e2

ϖ⊋2v2
F Cg

µ2 → e2

ϖ⊋2v2
F Cg


e%b

4

2

= e4%2
b

16ϖ⊋2v2
F Cg

(4.39)

(a) Line profile G(0→, Vb). (b) Energetics.
Figure 4.40 Broadening in the Conductance near charge neutrality.

Gating

The setup presented in Fig.4.22b, includes additional top and bottom gate. In the
following we investigate how the spectra evolve with finite gate voltage. Figure 4.41
depicts the electrostatics for VBG = ↑15V and VT G = 0V .

In contrast to the charge neutral case before finite VBG now breaks the mirror sym-
metry along the z axis, causing the chemical potentials of the two layers to be
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(a) I(ϑ, Vb). (b) dI
dV (ϑ, Vb). (c) Electrostatics.

Figure 4.41 Tunneling spectra at VBG = ↑15V and VT G = 0V .

di!erent in their absolute values. The resulting tunneling spectrum resembles this
asymmetry. The crossing point of the curved-X formally at zero bias, shifts to fi-
nite bias. In addition, the symmetric X shape evolves into a “bell-shape” that is
asymmetric with respect to bias.

(a) I(ϑ, Vb). (b) dI
dV (ϑ, Vb). (c) Electrostatics.

Figure 4.42 Tunneling spectra at VBG = ↑15V and VT G = ↑15V .

Applying the topgate voltage VT G = ↑15V restores the symmetry of the junction,
which is also evident in the again symmetrical spectrum in Fig.4.42.

Figure 4.43 Onset condition at finite gate voltage.
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From geometrical consideration (fig.4.43), we get the generalized condition for the
onset:

0 + 2µB = ±⊋vF |K|ω (4.40)

0 ↑ 2µT = ±⊋vF |K|ω (4.41)

which are plotted together with nesting line eq.4.34 in Fig.4.44. We see the bell-
shaped ’nesting’ lines and that now each ’onset’ line splits in two, since the Fermi
surfaces in both layers have a di!erent size and they touch the empty bands in the
other layer at di!erent twist angles. Another feature that is visible are the horizontal
(dashed) lines along which the d2I

dV 2 flips sign. Each such line corresponds to one of
the MLG layers going across charge neutrality, namely either µB = 0 or µT = 0 [14].

(a) VBG = ↑15V, VT G = 0V . (b) VBG = ↑15V, VT G = ↑15V .
Figure 4.44 Gate dependence.

Concluding, gating allows to shift the bias window to di!erent energies, allowing us
to probe di!erent band energy regimes with the QTM.

4.8.2 Measurement

In this section, we compare our experimental measurements with theoretical pre-
dictions by identifying the characteristic features associated with the momentum-
resolved onset condition, the nesting condition, and finite lifetime. According to our
theoretical framework, the spectrum should be governed by the parameters ↼0, Cg,
and 1 . We aim to extract these parameters from the experimental data.

Tunneling Spectrum

Figure 4.45 presents the measured tunneling spectra and the corresponding theo-
retical calculations. We can clearly identify both the curved and straight X-shaped
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(a) I(ϑ, Vb). (b) dI
dV (ϑ, Vb).

Figure 4.45 Measured tunneling spectra.

features. However, Fig.4.45b does not exhibit pronounced negative conductance dips
along the nesting line. This discrepancy is likely due to scattering processes induced
by disorder, which relax the strict momentum conservation and introduce a homoge-
neous contribution atop the momentum-resolved spectrum, thereby smoothing out
sharp features. Similarly, tunnelling through defect states within the hBN band gap
could contribute to a homogeneous, twist angle independent current that increases
continuously with increasing bias voltage. Additionally, a faint asymmetry is ob-
servable when comparing the spectra for ±ω. This asymmetry could arise because
the rotation of the tip is invariably accompanied by a finite translation, leading to
transitions into regions with higher disorder or the accumulation of debris on the
tip, thereby disrupting the expected I(ω) = I(↑ω) symmetry.

To smooth out the strong fluctuation in the measurement data, we use the Savitzky-
Golay filter for the following analysis.

Momentum-Resolved Onset Condition

The features associated with the onset condition have been significantly broad-
ened, yet they remain discernible as peaks in d2I

dV 2 . Figure 4.46b presents d2I
dV 2 , while

Fig.4.46a illustrates the corresponding line profile along the vertical dashed line. The
onset points are determined by tracking the peaks (dips) at positive (negative) bias.
A linear Dirac dispersion, fitted with a Fermi velocity of vF = (1.01 ± 0.03) ≃ 106 m

s

(↼0 = (3.13 ± 0.09)eV ), provides a good agreement with the data, as shown in
Fig.4.46c, which is consistent with previous measurements in graphene [99]. The
error estimate is based on the asymmetry observed in the spectrum.
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(a) Onset features. (b) d2I
dV 2 and onset features. (c) Fit of eq.4.35.

Figure 4.46 (a) Line profile along dashed path revealing onset features as
local maxima (minima) at positive (negative) bias. (b) Measured d2I

dV 2 and
onset features (black dots). (c) Fitted Dirac dispersion (blue lines) with
vF = 1.01 · 106 m

s .

Nesting Condition

Nesting manifests as pronounced peaks in the current, and correspondingly, as
dipoles in the di!erential conductance. Figure 4.77b shows the measured dI

dV along
with the extracted dipole positions. With the vF obtained from the onset condition,
we proceed to extract the geometric capacitance Cg. Fitting eq.4.36 to the extracted
data points, as depicted in Fig.4.77c, yields Cg = (2.6 ± 0.3) µF

cm2 . The error is pri-
marily due to the uncertainty in vF . This result suggests that the barrier consists
of four layers of hBN with 2r = 3.58 [100].

(a) Nesting features (b) dI
dV and nesting features (c) Fit of eq.4.36

Figure 4.47 (a) Line profile along dashed path revealing nesting features
as dipoles. (b) Measured dI

dV and nesting features (black dots). (c) Fitted
nesting relation (blue lines) with vF = 1.01 · 106 m

s and Cg = 2.6 µF
cm2 .
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Finite Lifetime

(a) Line profile I(ϑ, 13mV ). (b) Line profile G(0→, Vb).
Figure 4.48 Measured line profiles.

The lifetime 1 can be inferred by analyzing the linewidth %φ of the Lorentzian line
profile in Fig.4.48a or the width %b of the gap-like feature in Fig.4.48b. Given the
asymmetric shape of Fig.4.48b, the former method is preferable. By inserting the
extracted parameters vF and Cg, along with the observed FWHM of approximately
0.51→, into eq.4.38, we estimate an inverse lifetime 1↓1 → 50meV .

4.9 Bilayer Graphene

In this section, we examine tunneling spectroscopy involving a BLG sample. Again,
we begin with a theoretical analysis, followed by a comparison with the experimental
results.

4.9.1 Theory

In contrast to MLG, the band structure of BLG is characterized by three additional
interlayer coupling parameters, denoted as ↼1, ↼3, and ↼4. We derive the functional
dependence of characteristic features within the spectrum and analyze how these
features, along with the intersection curves in k-space, evolve as the parameters are
varied.
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Tunneling Spectrum

(a) I(ϑ, Vb). (b) dI
dV (ϑ, Vb). (c) Electrostatics.

Figure 4.49 Simulated tunneling spectra for BLG.

Figure 4.49 presents the simulated tunneling spectra for 1↓1 = 5meV , Cg = 189 nF
cm2 ,

dg = 1.5nm, 2hBN = 3.2 at T = 300K, using the hopping parameters defined in
Sec.2.5. In contrast to MLG, the BLG spectrum exhibits asymmetry with respect
to the Vb = 0V line. Notably, a straight X-shaped feature is observed, which crosses
the charge neutrality point and is more pronounced for positive Vb. Furthermore,
the spectrum reveals cones in the high-bias regime, along with a line splitting of the
cone under negative bias conditions.

The electrostatic behavior markedly di!ers from that in MLG. In the low-bias
regime, where the e!ective mass approximation for BLG is valid, the carrier den-
sity can be expressed as n(µ) = 2m↑

ϱ⊋2 |µ|, where the e!ective mass is given by
m↑ = ς1

2vF
. The following relationship between the electrostatic quantities is de-

rived from eq.4.23:

µB = ϖ⊋2v2
F Cg

↼1e2 0, |µT |2 = ↼1|µB| (4.42)

eVb = 0 + ϖ⊋2v2
F Cg

↼1e2 0 + sign(0)


ϖ⊋2v2
F Cg

e2 |0|. (4.43)

Consequently, the ratio of the shifts in electrostatic and chemical potentials in
BLG remains constant, while the respective chemical potentials are connected by a
quadratic relationship. This quantifies the inherent asymmetry between µB and µT .

Nesting and Matching Condition

Analogous to MLG, onset features are expected when the Fermi surface of one ma-
terial touches the empty bands of the other material. However, due to the generally
larger number of features in the spectrum, resolving these faint onsets is not feasible
at room temperature. Consequently, our focus is on the pronounced lines similar
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Figure 4.50 Nesting and matching lines in BLG (probed with MLG on tip).

to the nesting lines observed in MLG. Unlike in MLG, the band velocity in BLG,
vBLG → ⊋|q|/m↑, is momentum-dependent, and thus complete nesting is not pos-
sible. Although vBLG is generally lower than vF , it closes up as q increases. The
prominence of features related to intersection points in E-k space is governed by
the di!erence in band velocity of the probe vF and the system vBLG at these points.
Due to the finite lifetime 1 , states separated by less than 1↓1 are expected to be
available for tunneling. When vBLG ↖ vF , this condition is only met in a very small
region of k-space, and tunneling states are well-localized at the band intersection
points.

As vBLG ⇒ vF , a larger region in k-space emerges where states from di!erent bands
are separated by less than 1↓1 in energy, making them available for tunneling. These
local nestings produce the strong features observed in the spectrum. For simplicity,
we will continue to refer to them as nesting lines. Notably, for every Vb, the current
is dominated by the intersection point at the edge of the bias window, where vBLG

is largest.

The condition that the bands intersect at the edge of the bias window allows us to
derive an expression for the path in the ω-Vb plane. Initially, we consider only the
strongest coupling terms, ↼0 and ↼1, so that the two bands can be approximated by:

EBLG → ±↼1
2





1 + 4⊋2v2
F |q|2

↼2
1

± 1


 , EMLG → ±⊋vF |q|. (4.44)

Since these expressions are isotropic in momentum, we only need to consider the
momentum dispersion along the qy-axis. As depicted in Fig.4.28, twisting causes a
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relative shift of the K-points by |K|ω along the qy-axis, allowing us to focus on band
touching in the qy-E plane. Intersections occurring at µB are defined by:

EBLG(q) = |µB|, EMLG(q ↑ |K|ω) = |µB| + |0|, (4.45)

For µT , the relations are:

EBLG(q) = |µT | + |0|, EMLG(q ↑ |K|ω) = |µT |, (4.46)

where q = qy and the tip has been rotated relative to the sample k-space by ω.

The six observed nesting lines follow these relations:

⊋vF |K|ω = ±
√

|µB|2 + ↼1|µB| ↑ |µB| ↑ |0|


, (4.47)

⊋vF |K|ω = ±
√

(|µT | + |0|)2 ↑ ↼1(|µT | + |0|) ↑ |µT |


, (4.48)

⊋vF |K|ω = ±
√

(|µT | + |0|)2 + ↼1(|µT | + |0|) ↑ |µT |


, (4.49)

where expressions related to momentum-resolved onsets have been omitted.

Additionally, a step-like behavior in conductance is observed at large bias (Fig.4.49b).
Since the DOS for parabolic bands is constant and that for Dirac bands features
a linear relationship, a minimum in the current is expected when the Dirac point
aligns with a parabolic band. This matching condition with a high-energy band of
BLG is defined by:

EBLG(|K|ω) = |0|, (4.50)

leading to:

⊋vF |K|ω = ±
√

|0|2 ↑ ↼1|0|


. (4.51)

In Fig.4.50, we plot all the nesting and matching lines, and in Fig.4.51, we overlay
these on the tunneling spectrum for ↼3 = ↼4 = 0. The lines show a good match,
especially at large bias when vBLG → vF at the bias window edge.
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(a) With barrier interaction (b) Without barrier interaction
Figure 4.51 Tunneling spectra with nesting (solid black) and matching
(dashed gray) lines.

Momentum Space Analysis

(a) Without skew hopping. (b) Including skew hopping.
Figure 4.52 Calculated line profile I(1→, Vb).

We can examine the origin of the characteristic features in the I(k)-map. To this end,
we now consider the line profile I(Vb) along the vertical line at ω = 1→. Figure 4.52a
and Fig.4.52b depict the spectra without and with skew hopping terms, respectively.
The subsequent calculations of I(k) incorporate these terms.

For each (ω, Vb) configuration, we plot the I(k)-map and mark the contours of BLG
with blue lines and those of MLG with red lines.

We begin with a bias of 1.0V and progressively reduce the current. Despite the high
bias, a very low current is observed until approximately 0.89V is reached. As shown
in Fig.4.53a, the intersection of the high-energy valence band of BLG occurs near
the Dirac point of MLG, where the DOS is low, resulting in a small contribution.
The I(k)-map reveals circular contribution lines, originating from the intersection
of MLG’s conduction band with the low-energy valence band of BLG. However, the
opposite signs of the band velocities confine the tunneling states to a very small
region, as indicated by the thin lines along the intersection paths. Moreover, these
lines lie in the upper half of the bias window and are thus strongly suppressed by
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the barrier.

(a) Vb = 0.89V (b) Vb = 0.84V (c) Vb = 0.16V
Figure 4.53 Energy bands (top) along k-path (dashed black), I(k) map (bot-
tom) centered at KD (unrotated), showing the energy contours of MLG (red)
and BLG (blue) at µT . Background brightness is proportional to the loga-
rithmic current.

As the bias voltage is further reduced, a sharp increase in the current is observed,
with a maximum at Vb = 0.84V , corresponding to the nesting of MLG’s valence
band with BLG’s high-energy valence band (Fig.4.53b).

Further reduction in bias voltage leads to a continuous decrease in current, until a
small peak is observed at Vb = 0.16V , corresponding to the nesting of MLG’s valence
band with BLG’s low-energy valence band. Due to the narrow bias window, current
contributions become increasingly confined to band states with low momenta as
clearly observable in the I(k)-map (Fig.4.53c).

The current then changes sign as the bias transitions through Vb = 0, and continu-
ously decreases until a dip is reached at Vb = ↑0.19V (Fig.4.54a). This dip is the
symmetric counterpart to the small peak at Vb = 0.16V , where the nesting occurs
between MLG’s conduction band and BLG’s low-energy conduction band at the
upper edge of the bias window. Since both of these nestings occur close to charge
neutrality, the exponential suppression is not as severe, and the peak and dip are of
similar magnitude. The di!erence in absolute bias voltage is related to electron-hole
asymmetry induced by ↼4.

A double peak structure is then observed at Vb = ↑0.54V and Vb = ↑0.65V , which
is absent in the spectrum without skew hopping. As illustrated in Fig. 4.54b and
Fig.4.54c, trigonal warping causes the splitting of the nesting lines arising from
MLG’s valence band and BLG’s low-energy valence band.
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(a) Vb = ↑0.19V (b) Vb = ↑0.54V (c) Vb = ↑0.65V
Figure 4.54 Energy bands (top) along k-path (dashed black), I(k) map (bot-
tom) centered at KD (unrotated), showing the energy contours of MLG (red)
and BLG (blue) at µT (left) and µB (middle and right). Background bright-
ness is proportional to the logarithmic current.

This higher bias regime also reveals the strong asymmetry in the spectrum. While
at positive bias, the current is here dominated by the nesting with BLG’s high-
energy valence band at the lower edge of the bias window, the nesting with BLG’s
high-energy conduction band at the upper edge is now strongly suppressed due to
the barrier interaction. This suppression also applies to the double peak structure,
which was not observable at positive bias.

Tunnel Barrier

Figure 4.56 WKB amplitudes for
di!erent barrier configurations.

An asymmetric alignment of the barrier creates
the asymmetric spectrum by suppressing either
electron or hole tunneling. Figure 4.55 illus-
trates the cases of %V = ↑1.5eV & %C ⇒ ∞,
%V ⇒ ↑∞ & %C = 1.5eV and for no barrier
interaction at all. We can see how the first two
cases are related by switching the orientation of
the Vb-axis. For the last case tW KB(E) = 1
so that tunneling across all energy slices con-
tribute in the same order of magnitude. Be-
sides material-intrinsic electron-hole asymmetry
related features, the spectrum is then symmet-
ric.



4.9. BILAYER GRAPHENE 139

(a) #V = ↑1.5eV, #C ⇒ ∞. (b) No barrier interaction. (c) #V ⇒ ↑∞, #C = 1.5eV .
Figure 4.55 Tunneling spectra with di!erent barrier configurations.

Trigonal Warping

(a) ε3 = 0.0eV . (b) ε3 = 0.3eV . (c) ε3 = 0.6eV .
Figure 4.57 E!ect of trigonal warping.

The parameter ↼3 represents the skew interlayer coupling between non-dimer sites,
leading to a trigonal distortion of the otherwise circular iso-energetic contours. To
elucidate the e!ect of this coupling on the electronic spectrum, we examine the
variations in the spectrum as ↼3 is varied, as shown in Fig.4.57. It is evident that
increasing ↼3 results in the splitting of nesting lines, a phenomenon particularly
pronounced at the nesting of the MLG valence band with the low-energy valence
band of BLG.

Figure 4.58 presents the energy bands alongside the corresponding energy contours
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Figure 4.58 Energy bands (top) and Fermi surface of MLG (solid red) and
empty band states (dashed blue) of BLG in k-space at µB. The Fermi surface
is depicted for bias voltages of Vb = ↑0.17V (left), Vb = ↑0.23V (middle),
and Vb = ↑0.29V (right).

in k-space for ω = 0→. At a bias voltage of Vb = ↑0.17V , the Fermi surface of MLG
(solid red) just touches the empty valence band of BLG (dashed blue). However,
due to the trigonal distortion, this intersection occurs only at three distinct points.
By Vb = ↑0.29V , the entire energy contour of BLG lies within the Fermi circle of
MLG.

An analytical expression can be derived for the di!erence in 0 between these sepa-
rated nesting conditions for ω = 0→. The energy contour for MLG is given by:

⊋vF |q| = |0| + |µB| =


1 + ϖ⊋2v2
F Cg

e2↼1



|0| = A|0|, (4.52)

where eq.4.42 has been used, and A = 1 + ϱ⊋2v2
F Cg

e2ς1
is a dimensionless constant.

Given that this phenomenon occurs near the Dirac point of BLG, we can apply the
low-energy expression from eq.2.87. The corresponding energy contour at µB with
extremal |q| is expressed as:

|µB|2 = (⊋v3|q|)2 ± v3⊋3|q|3

m↑ +

⊋2|q|2

2m↑

2

(4.53)

Substituting eq.4.52 into eq.4.53, we obtain:
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(1 ↑ A)2|0|2 =
(

A
v3
vF

)2
|0|2 ± 2A3

↼1

v3
vF

|0|3 +


A2

↼1

2

|0|4, (4.54)

0 = |0|2



(

A
v3
vF

)2
↑ (1 ↑ A)2 ± 2A3

↼1

v3
vF

|0| +


A2

↼1

2

|0|2


 . (4.55)

The di!erence between the roots, %⇀, of the polynomial in the brackets is given by:

%⇀ = 2↼1
A

(
v3
vF

)
= 2↼2

1e2

↼1e2 + ϖCg⊋2v2
F

(
v3
vF

)
. (4.56)

Assuming the ratio of v3
vF

= 0.1, we find that %⇀ = 0.06eV , which aligns with
the numerical analysis (Fig.4.58), where 0(↑0.17V ) ↑ 0(↑0.29V ) → (↑0.06eV ) ↑
(↑0.12eV ) = 0.06eV . Here, 0(Vb) is defined by eq.4.43.

For finite values of ω, a more complex functional dependence is expected. However,
we can generally assume that the observed splitting of the nesting lines arises from
the distorted energy contours due to the presence of ↼3.

Electron-Hole Asymmetry

(a) ε4 = 0.0eV . (b) ε4 = 0.2eV . (c) ε4 = 0.4eV .
Figure 4.59 E!ect of electron-hole asymmetry.

The skew interlayer coupling parameter, ↼4, which couples a non-dimer site to a
dimer site, induces electron-hole asymmetry within the band structure. As ↼4 in-
creases, this asymmetry becomes more pronounced, particularly in the nesting lines
for Vb > 0 when compared to Vb < 0, as illustrated in Fig.4.59. This e!ect is most
evident when comparing the nesting lines at the lowest bias voltages, corresponding
to the nesting of the low-energy conduction (valence) band of BLG with the conduc-
tion (valence) band of MLG, denoted as ω↓(Vb) and ω+(Vb). For ↼4 > 0, we observe
that |ω+| ̸ |ω↓|.
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(a) ϑ+(Vb) (b) ϑ↑(Vb)
Figure 4.60 Origin of the low-bias nesting lines.

Next, we derive the functional dependence of %φ = |ω+| ↑ |ω↓| on ↼4. Using eq.2.88,
and noting that the intersection occurs at µT , the following relations for momentum
and twist angle can be established:

⊋vF (|q| ↑ |K|ω) = |µT |, (1 ± 2 v4
vF

)⊋
2(|q|)2

2m↑ = |µT | + |0| (4.57)

⊋vF |K|ω = ⊋vF |q| ↑ |µT |, ⊋vF |q| =
↼1(|µT | + |0|)

1 ± 2 v4
vF

(4.58)

We then obtain:

⊋vF |K|ω± =
↼1(|µT | + |0|)

1 ± 2 v4
vF

↑ |µT | (4.59)

=

 1 ⇔ 2 v4
vF

1 ↑ 4( v4
vF

)2

√
↼1(|µT | + |0|) ↑ |µT | (4.60)

=
1 ⇔ v4

vF
+ O

(
v4
vF

2)

1 + O
(

v4
vF

2)
√

↼1(|µT | + |0|) ↑ |µT | (4.61)

→

1 ⇔ v4

vF

 √
↼1(e|Vb| ↑ |µB|) ↑ |µT | (4.62)

Thus, when comparing the nesting lines at ±Vb, we anticipate a shift in ω at the
lowest order, given by:

%φ → 2

√
↼1e|Vb|

⊋vF |K|

(
v4
vF

) 

1 ↑
∣∣∣∣
µB

eVb

∣∣∣∣ = 2

√
↼1e|Vb|

⊋vF |K|

(
v4
vF

) 

1 + O
(

µB

eVb

)
(4.63)
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Considering that the shift in µB is negligible for small Vb due to the large onset of
the DOS relative to MLG, we approximate the relation:

%φ → 2

√
↼1e|Vb|

⊋vF |K|

(
v4
vF

)
for µB

eVb
↖ 1 (4.64)

Eq.4.64 is plotted in Fig.4.61b, alongside the corresponding numerical calculations.

(a) ϑ+ & ϑ↑ from Fig.4.49. (b) Plot of #ω and eq.4.64.
Figure 4.61 Asymmetry between the nesting lines.

4.9.2 Measurement

In the following sections, we present and interpret our measurement data. Notably,
the measured spectrum exhibits significant deviations from theoretical predictions.
Our primary focus is to understand the discrepancies between the theoretical simu-
lations and the experimental data.

Tunneling Spectrum

(a) I(ϑ, Vb). (b) dI
dV (ϑ, Vb).

Figure 4.62 Measured tunneling spectra.
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Figure 4.62 displays the measured tunneling spectra. Several parabolic-shaped
curves, identifiable as local minima, can be observed in Fig.4.76b, alongside a pro-
nounced asymmetry between the positive and negative bias regimes.

Nesting and Matching Features

Figure 4.63a presents a line profile along a vertical line at ω = ↑0.6→, revealing
six distinct dipole-like features. In Fig.4.63c, we extract their positions and fit the
nesting conditions from eq.4.45 and eq.4.46, as well as the matching condition from
eq.4.50. The fitting parameters used include vF , ↼1, and Cg. Knowing vF and Cg,
allows to extract the value of ↼1. An AFM scan of the surface topography suggests
a hBN thickness of approximately 1.6nm, corresponding to five layers of hBN, with
a relative permittivity 2r = 3.62 [100]. However, using the resulting Cg → 2 µF

cm2 does
not yield a satisfactory fit.

The observed discrepancy is likely attributable to inaccuracies in modeling the junc-
tion as a parallel-plate capacitor. This model does not fully account for the field
distribution extending beyond the contact area, leading to interactions in the sur-
rounding region. Consequently, this e!ect can result in an increased e!ective thick-
ness, dg. Additionally, the relative permittivity, 2r, is expected to di!er due to the
increased proportion of air within the volume, coupled with the finite in-plane field
component experiencing an enhanced screening e!ect.

(a) dI
dV (↑0.6→, Vb) (b) dI

dV and nesting/matching points (c) Fitting
Figure 4.63 (a) Line profile along dashed path. (b) Measured dI

dV and nest-
ing/matching features (black dots). (c) Fitted nesting relation (blue lines)
with vF = 1.01 · 106 m

s and Cg = 7.9 µF
cm2 .

Using ↼1 → 0.4 eV [37], we obtain the fit shown in Fig.4.63c with Cg → 7.9 µF
cm2 . While

some features can be matched, the overall spectrum diverges from theoretical pre-
dictions. Beginning with the low bias regime in Fig.4.63a, the dip (c) is significantly
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more pronounced than its symmetric counterpart (d). The hBN barrier should only
induce this e!ect at higher biases, where nesting is localized at higher energy.

Another notable discrepancy with the theoretical model is the presence of strong cir-
cular features in the high bias regime. Based on their shape, these features align only
with the matching condition, as shown in Fig.4.63c. According to this interpreta-
tion, the nestings at higher biases result in the dipoles at (b) and (e). This contrasts
with theoretical predictions, where the strong dips at (a) and (f) correspond more
closely to nesting with high-energy bands of BLG.

Skew Hopping

The impact of the skew hopping term ↼3, would result in line splitting; however, the
resolution limit of our measurements does not allow for the identification of these
features. The parameter ↼4, on the other hand, introduces asymmetry between the
nesting lines as predicted by eq.4.64. In Fig.4.64, we trace the corresponding nesting
lines ω+ and ω↓ and plot the di!erence %φ. Although the expected asymmetry
is confirmed, strong fluctuations hinder the precise extraction of nesting points,
particularly in the low bias regime |Vb| < 0.2V . Consequently, it is not possible to
identify a clear functional dependence and extract ↼4.

(a) ϑ+ and ϑ↑ from Fig.4.63b (b) Plot of #ω.
Figure 4.64 Asymmetry between the nesting lines.

Doping and Strain E”ects

Additional sources of asymmetry may arise from unintentional doping and strain.

Given that the polymer transfer method (Sec.3.4.5) involves interactions between
graphene and other chemical species, it is plausible to assume charge transfer occurs
between graphene and surface adsorbates, leading to a shift in the chemical potential
(Fig.4.65) [101].
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Figure 4.65 Fermi-level for n-type
(a), neutral (b) and p-type (c) dop-
ing. Adapted from [101].

A shift in the initial Fermi level leads to a corre-
sponding displacement of the entire bias window.
Given that the nesting lines arise from the in-
tersections at the edges of the bias window and
that the DOS in MLG increases as one moves
away from the Dirac point energy, a significant
asymmetry is expected to emerge due to doping.
Depending on the polarity of the applied bias,
the chemical potential of graphene can either be
tuned back to the Dirac point energy or shifted to higher absolute energy values.

(a) Real Space (b) Reciprocal Space

(c) Mismatch of K-points
Figure 4.66 E!ect of isotropic strain. Adapted from [102].

In addition to the asymmetry near charge neutrality, we also want to identify the
origin of the di!ering shapes of features in the high bias regime. A likely cause is
strain, which may originate from lattice mismatch between hBN and graphene or
due to the tip geometry. As illustrated in Fig.4.66, isotropic strain preserves the
original crystal symmetry but increases (or reduces) the lattice constant, thereby
reducing (or increasing) the size of the first Brillouin zone. Consequently, the Dirac
points of both systems are shifted and cannot align for any twist angle.
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Figure 4.67 Strained tip device.
Adapted from [103]

In Fig.4.68, we depict the measured and sim-
ulated d2I

dV 2 , where the latter includes a shifted
chemical potential by %µT = +0.15eV and an
increased lattice constant of MLG by 0.8% (1.6%
corresponds to the lattice constant of hBN). This
adjustment allows us to approximately repro-
duce the characteristics observed in the low bias

regime. Similar to the simulations conducted with a finite gate voltage, we observe a
horizontal line in the spectrum, indicating that the Fermi level is traversing through
the Dirac point.

Figure 4.68 Measurement (left) and numerical calculation (right), with Cg =
5.66 µF

cm2 , including MLG strained by 0.8% and doped by #µT = +0.15eV .

4.10 Few-Layer Graphene

We now focus on few-layer graphene systems, extending the concepts of nesting
and matching lines to an arbitrary number of layers. Following this theoretical
discussion, we present and analyze the measured spectra for trilayer and pentalayer
graphene samples.

4.10.1 Theory

Figure 4.69 and Fig.4.70 depict the simulated tunneling current and conductance for
trilayer, tetralayer, and pentalayer graphene, both with and without hBN barrier
interaction.

With each additional layer, a characteristic feature emerges, attributable to either
an additional parabolic or linear band. In the case of trilayer graphene, the system
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(a) Trilayer Graphene. (b) Tetralayer graphene. (c) Pentalayer graphene.
Figure 4.69 Tunneling spectra without barrier interaction.

(a) Trilayer graphene. (b) Tetralayer graphene. (c) Pentalayer graphene.
Figure 4.70 Tunneling spectra including barrier interaction.

exhibits four parabolic bands and two linear bands. The transition from BLG to
trilayer graphene can be roughly described by superimposing the curved X feature
from MLG onto the BLG spectrum. Compared to BLG, Tetralayer graphene, on
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the other hand, introduces two additional pairs of parabolic bands. Accordingly,
we observe additional BLG nesting lines with di!erent curvature and shifted in
energy. The transition from tetralayer to pentalayer graphene simply involves adding
the curved X feature. Consequently, the spectra clearly reflect the even-odd layer
number e!ect characteristic of FLG systems (Sec.2.6.3).

(a) Trilayer graphene. (b) Tetralayer graphene. (c) Pentalayer graphene.
Figure 4.71 Nesting and matching lines.

By considering only the strongest coupling terms, ↼0 and ↼1, we can generalize the
expressions for nesting and matching lines in BLG to N-layer graphene systems.
Applying the conditions outlined in Sec.4.9.1 and utilizing the Bloch band functions
from eq.2.89, we derive the nesting lines:

⊋vF |K|ωr = ±


|µB|2 ↑ 2↼1 cos
( rϖ

N + 1
)
|µB| ↑ |µB| ↑ |0|


, (4.65)

⊋vF |K|ωr = ±


(|µT | + |0|)2 ↑ 2↼1 cos
( rϖ

N + 1
)
(|µT | + |0|) ↑ |µT |


, (4.66)

while the matching condition leads to:

⊋vF |K|ωr = ±


|0|2 ↑ 2↼1 cos
( rϖ

N + 1
)
|0|


, (4.67)

where r ↔ {1, 2, . . . , N}.

Figure 4.71 illustrates these lines for N = 3, 4, 5. Within this approximation, the
charge densities of the tip and sample are given by:

nB(µ) = sign(µ)
∑

r


|µ|2

ϖ⊋2v2
F

+ 2↼1|µ|
ϖ⊋2v2

F

cos
( rϖ

N + 1
)

, (4.68)

nT (µ) = sign(µ) |µ|2

ϖ⊋2v2
F

. (4.69)
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The corresponding electrostatics are plotted in Fig.4.72.

(a) Trilayer graphene. (b) Tetralayer graphene. (c) Pentalayer graphene.
Figure 4.72 Electrostatics.

4.10.2 Trilayer Graphene

(a) I(ϑ, Vb). (b) dI
dV (ϑ, Vb). (c) d2I

dV 2 (ϑ, Vb).
Figure 4.73 Measured tunneling spectra (top) and the corresponding theo-
retical calculations (bottom).

The measurements obtained from the trilayer graphene sample are presented in
Fig.4.73. However, the nesting lines in the higher bias regime do not exhibit the
expected sharp edges, appearing more parabolic in shape. According to the theo-
retical model, we would also expect to observe the curved X feature traversing the
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charge neutrality point, corresponding to the nesting of linear bands. Instead, we
observe a gap-like feature in the spectrum.

Figure 4.74 Tunneling between
linear band onsets at finite bias.

Previous analyses suggest that strain can smooth out
sharp edges. Additionally, due to strain-induced mis-
alignment of the K-points between the tip and the
sample, tunneling between linear bands onsets only
at finite bias (Fig.4.74), e!ectively ”gapping out” the
curved X feature.

Further insights can be gained by focusing on the
small bias regime (Fig.4.75). Here, we observe char-
acteristics similar to those in the BLG measure-
ments, particularly the shifted sign change of d2I

dV 2 . In
the BLG measurement, this shift was towards neg-
ative bias, indicating electron doping of the tip. In the trilayer measurement, the
shift is towards positive bias, suggesting hole doping. The numerical calculations
plotted alongside the measurement data were performed assuming MLG strained by
0.08% and doped by %µT = ↑0.15eV .

Figure 4.75 Measurement (left) and numerical calculation (right), with Cg =
1.89 µF

cm2 , including MLG strained by 0.8% and doped by #µT = ↑0.15eV .

4.10.3 Pentalayer Graphene

Figure 4.76 shows the tunneling measurements conducted on the pentalayer graphene
sample. In contrast to the trilayer measurement, the curved X feature corresponding
to the nesting of the linear bands is clearly observed, indicating that strain plays
a less significant role in this case. In Fig.4.77, we extract the nesting positions by
tracing the peaks and dips in d2I

dV 2 . Our analysis focuses on the curved X feature,
whose position is indicated by the red arrows in Fig.4.77a.
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(a) I(ϑ, Vb). (b) G(ϑ, Vb).
Figure 4.76 Measured tunneling spectra.

Given the relatively large DOS of pentalayer graphene, we approximate the electro-
statics of this junction with µB → 0 (graphite-like) in the low bias regime. Similar
to eq.4.39, we derive the following expression:

e|Vb| → |0| + |µT | = 0 +


ϖCg⊋2v2
F |0|

e2 = ⊋vF |K|ω +


ϖCg⊋3v3
F |K|ω

e2 , (4.70)

where we have incorporated the nesting condition from eq.4.34.

(a) Nesting features. (b) d2I
dV 2 and nesting features. (c) Fit of eq.4.70.

Figure 4.77 (a) Line profile along dashed path revealing nesting features as
local maxima (minima) at negative (positive) bias. (b) Measured d2I

dV 2 and
nesting features (black dots). (c) Fitted Dirac dispersion (blue lines) with
vF = 1.01 · 106 m

s and Cg = 14.3µF .

By fitting eq.4.70 using vF extracted from MLG, we estimate an upper limit for the
geometric capacitance of Cg → 14.3 µF

cm2 . Note that we used data points only in the
lower bias regime (gray dots), due to discontinuities observed in the positive bias
regime.
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Similar to Sec.4.8.1, we extract an lower limit for the carrier lifetime as follows:

1↓1 → 0 = e2

ϖ⊋2v2
F Cg

µ2 → e2

ϖ⊋2v2
F Cg


e%b

2

2

= e4%2
b

4ϖ⊋2v2
F Cg

(4.71)

Figure 4.78 Measured line
profile dI

dV (0→, Vb).

From Fig.4.78, we extract a linewidth of approxi-
mately 0.2V , which, according to eq.4.71, corresponds
to an inverse lifetime 1↓1 → 4meV .

We note that these results include strong approx-
imations and more accurate results require precise
knowledge of parameters like capacitance, strain, and
doping. The small discontinuities in the upper bias
regime, as well as the curved shape of the higher nest-
ing lines, suggest their relevance in this measurement.
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Chapter 5

Conclusion

The twist angle between graphene layers has emerged as a critical parameter that
grants access to a wide array of exotic phases, with the QTM o!ering precise control
over this variable. The primary challenge in leveraging the QTM for these systems
lies in ensuring coherent coupling between the tip and the sample, such that exter-
nal contributions from the setup exert minimal influence on the dynamics at the
interface.

Figure 5.1 Illustrations of incoherent and coherent tunneling across the 2D
junction. In incoherent tunneling, electrons tunnel at various locations in-
dependently, with the tunneling rate being proportional only to the local
wavefunction squared. In coherent tunneling, however, trajectories interfere,
making the tunneling sensitive to the phase variations of the wavefunctions
in both the top and bottom layers across the junction. Adapted from [14].

We first established the overall coherence of our junction by examining the coupling
strength between the graphite layers as a function of twist angle. The observation
of two commensurate peaks, alongside the absence of others, is consistent with the
predicted exponential decay of peak conductance.

In a fully incoherent junction, potentially due to continuous environmental inter-
actions, states would localize on both the tip and the sample. In such a scenario,
the measured conductance peaks would manifest purely as real-space phenomena,
merely reflecting the enhanced real-space overlap of atoms between the two lay-
ers. For example, the moiré unit cells at 0→, 13.2→, 21.8→, and 27.8→ comprise 2,

155
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38, 14, and 26 atoms, respectively. This would lead to a weak algebraic decay of
peak amplitude, proportional to the fraction of overlapping atoms between the two
layers, i.e., 1

2 , 1
14 , 1

26 , 1
38 . This stands in sharp contrast to the exponential decay

predicted by the BM-Model, where delocalized Bloch waves are involved in coupling
(Fig.5.1)[14]. Consequently, the pronounced peaks observed at 21.8→ and 38.2→ un-
derscores the QTM’s capability to create coherently coupled twisted 2D materials
with arbitrary twist angles.

By enabling the creation of highly controllable interfaces between vdW materials,
the QTM paves the way for a new class of experiments on quantum materials. Mea-
surements can now be performed under high magnetic fields, with variable carrier
densities and electrical displacement fields controlled by local gates, with continu-
ously tunable pressure and twist angle. This capability allows for the exploration of
even richer phase diagrams in novel materials.

Figure 5.2 When the MLG probe
layer is rotated relative to the sam-
ple system with atip ↖ asample, its
Dirac cone (pink circle) traces the
energy bands along an arc (black)
in momentum space.

The QTM’s ability to interact directly with mo-
mentum space also introduces a novel approach
to analyzing electronic structures. We demon-
strated that measuring the tunneling current as a
function of bias voltage and twist angle provides
direct signatures of momentum-resolved disper-
sions. Here, the tip serves as a momentum-
resolved probe for the unperturbed energy bands
of a sample by tracing an arc in momentum space
using the MLG Dirac cone as a ”local” probe.
This is illustrated in Fig.5.2, where we consider
a hexagonal sample system with atip ↖ asample,
such as TBG. Similar to how a STM probes lo-
cal tunneling in real space, the QTM exploits

tunneling, which is local in reciprocal space.

Despite these promising initial results, it is important to emphasize that this project
is still in its early stages. The tip and sample preparation processes, in particular,
have shown susceptibility to the creation of strong disorder as well as strain and dop-
ing, which can reduce resolution and complicate the interpretation of measurement
data. Extracting unperturbed band parameters with high accuracy will require im-
provements in these preparation processes. Moreover, it is crucial to determine the
geometric capacitance in advance, since the measurement data suggest that modeling
the junction as a parallel capacitor is inaccurate. Even for very clean samples, uncer-
tainties in Cg significantly limit the accuracy with which band parameters can be ex-
tracted.
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Figure 5.3 Schematic illustration of
the as-transferred graphene film on
target substrates with the assistance
of transfer medium, highlighting the
issues of cracks, unintentional dop-
ing, contamination, wrinkles, and
strains. Adapted from [104]

Once these challenges are overcome, the QTM
has the potential to serve as a powerful alter-
native to ARPES, as this technique should be
applicable to a wide range of layered conduc-
tors, semiconductors, and superconductors. The
ability to control the geometry and dimensions of
the tip allows for perfect adjustment to any flake
size, and the resulting high spatial resolution of
the QTM suggests significant advantages. Fur-
thermore, the high surface sensitivity of ARPES
necessitates the absence of an hBN flake encap-
sulating the structure, which poses challenges for
device fabrication, as the electronic properties of
open devices are more susceptible to the degrad-
ing e!ects of polymer residues and hydrocarbon
contamination on the surface.

Lastly, achieving high resolution in the meV range requires very low temperatures.
Given the relatively simple steps needed to transition from an AFM to a QTM setup,
it is possible to build on the already well-established foundation of low-temperature
AFM systems. In comparison, low-temperature ARPES measurements remain chal-
lenging, as the typical geometrical design of these systems disrupts thermal con-
duction between the sample and cryostat, making it di”cult to achieve sample
temperatures below 10–30K [11].

In conclusion, the QTM holds the potential to become a powerful new tool in the
arsenal of experimental condensed matter physics. While this thesis represents an
initial step, it will take time to fully harness the capabilities of this new measure-
ment concept. Nonetheless, it has the potential to join the ranks of state-of-the-art
machinery for material characterization. Since the first exfoliation of graphene in
2004, the 2D materials field has presented numerous mysteries waiting to be unrav-
eled. Introducing a little twist may reshape our understanding of exotic phenomena
in condensed matter in ways that are yet unpredictable.
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bilayer graphenes. Physical Review B, 90(15):155451, 2014.

[55] Ilani Group. Close-up diagram of the quantum twisting microscope in action.
Weizmann Institute of Science, 2023.

[56] Yuan Huang, Eli Sutter, Norman N Shi, Jiabao Zheng, Tianzhong Yang, Dirk
Englund, Hong-Jun Gao, and Peter Sutter. Reliable exfoliation of large-area
high-quality flakes of graphene and other two-dimensional materials. ACS
nano, 9(11):10612–10620, 2015.

[57] Ipsita Das. Study of Di!erent Quantum Phases in Magic-angle Twisted Bilayer
Graphene. PhD thesis, Universitat Politècnica de Catalunya, 2023.
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